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Fig. 1. Anchored (white outline) and nomadic (red outline) interaction locations in a concept vehicle.

Automotive user interfaces constantly change due to increasing automation, novel features, additional applications, and user
demands. While in-vehicle interaction can utilize numerous promising modalities, no existing overview includes an extensive
set of human sensors and actuators and interaction locations throughout the vehicle interior. We conducted a systematic
literature review of 327 publications leading to a design space for in-vehicle interaction that outlines existing and lack of
work regarding input and output modalities, locations, and multimodal interaction. To investigate user acceptance of possible
modalities and locations inferred from existing work and gaps unveiled in our design space, we conducted an online study
(N=48). The study revealed users’ general acceptance of novel modalities (e.g., brain or thermal activity) and interaction with
locations other than the front (e.g., seat or table). Our work helps practitioners evaluate key design decisions, exploit trends,
and explore new areas in the domain of in-vehicle interaction.
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1 INTRODUCTION
With the increasing integration of automation technology into vehicle systems, the scope of in-vehicle interaction
is getting broader. According to the Society of Automotive Engineers (SAE) taxonomy J3016 [324], there are six
levels of driving automation, ranging from level 0 (no driving automation) to level 5 (full driving automation) in
the context of motor vehicles and their operation on roadways. With automated vehicles (AVs) (SAE levels 3-5)
changing the role of the driver, automotive user interfaces (UIs) undergo a paradigm shift [80] and the vehicle
transforms into a mobile office or living space [167]. Accordingly, the driver can perform non-driving related
tasks (NDRTs) [82, 396], such as working, using the smartphone [77], or gaming in virtual reality (VR) [249].
Hence, the interior design of AVs will adapt, and new input and output locations emerge that are anchored (e.g.,
door, table, or seat) or nomadic (e.g., handheld or wearable), see Figure 1. For example, future AVs may consist of a
4-seat configuration, where passengers face each other and, like passengers of non-AVs, benefit from UIs located
throughout the interior, e.g., rear-seat entertainment [78, 129]. As the interior is a closed space surrounding
the passengers, all human senses could be stimulated by output modalities and, to some extent, used as input.
We consider input and output from the human perspective (see Figure 2), i.e., human actuators (e.g., mouth or
skin) intentionally generate explicit input modalities (e.g., speech) or subconsciously produce implicit input
modalities (e.g., electrodermal activity (EDA)) sensed by vehicle sensors (e.g., microphone), and vehicle actuators
(e.g., speaker) generate output modalities (e.g., sound) perceived by human sensors (e.g., ears).

Despite the large body of works, concepts, and prototypes regarding in-vehicle input and output, current
automotive UI research does not or only partly consider the full range of input and output modalities (which
also contains, e.g., vestibular stimuli, EDA, gustatory stimuli, brain, or heart activity) and novel vehicle interior
locations (e.g., rear, floor, or ceiling). Thus, a new perspective on the in-vehicle interaction space is required,
unconstrained from a front-focused design and including such modalities. Besides, it is partly unknown what
modalities and interior locations were already considered in previous works concerning vehicles of any SAE level
(0-5). For manual or assisted driving (SAE 0-2), knowledge about possible input and output modalities and their
placement may help in designing interactions with minimal driver distraction [299] and workload levels (physical,
visual, and mental) [53]. In the context of AVs (SAE 3-5), there exist human factor issues, such as mistrust [107],
loss of control [109], or safety concerns [333]. Therefore, it is essential to design in-vehicle interactions that will
be accepted [80]. Besides, passengers of AVs can perform NDRTs while interacting with modalities/locations that
were previously impractical or dangerous regarding the driving task, e.g., due to sensory overload or reduced
takeover readiness. Still, the usability of such modalities/locations (e.g., swivel seats, or VR) in an AV context is
underexplored.
To investigate these problems, we defined the following research questions (RQs):

RQ 1: How does current automotive UI research leverage human sensors and actuators for in-vehicle interaction?
RQ 2: What vehicle interior locations can be utilized for in-vehicle interaction?
RQ 3: What is the design space for in-vehicle interaction, including an extensive set of human sensors and

actuators?
RQ 4: How do users perceive the usefulness, real-world usage, and comfort of in-vehicle modalities and locations?

To answer RQs 1-3, we conducted a systematic literature review (SLR). We gathered a set of keywords for
in-vehicle interaction to define the search query for the SLR, which was based on the PRISMA guidelines [255, 279].
Our SLR considered vehicles of any SAE level (0-5). We selected the databases ACM Digital Library (DL) [20],

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1145/3534617


A Design Space for Human Sensor and Actuator Focused In-Vehicle Interaction Based on a Systematic Literature Review • 56:3

IEEE Xplore [161], and ScienceDirect [97], to search for relevant publications, resulting in an initial set of 2534
publications. After an abstract screening and a subsequent full-text screening, we considered 327 publications
relevant for the synthesis to answer RQs 1-3.

Our SLR shows which approaches for in-vehicle interaction modalities were used by the included publications.
They primarily used visual, auditory, and tactile input and output modalities, while few considered (novel)
modalities, such as electrodermal, thermal, olfactory, or cerebral. Furthermore, our proposed combination matrix
for multimodal interaction reveals that most publications utilized visual modalities for multimodal input and
output, e.g., in combination with auditory, kinesthetic, or tactile modalities. Gaps regarding multimodal input
containing olfactory modalities and output containing vestibular, electrodermal, or gustatory modalities highlight
future multimodal interaction research opportunities. We then present a design space for in-vehicle interaction
that extends [177] regarding the set of input and output modalities, interior locations, and involved human
sensors and actuators. The design space reveals little to no utilization of thermal, olfactory, gustatory, cerebral,
and cardiac input modalities, only a few approaches for vestibular, kinesthetic, and thermal output, and none for
electrodermal and gustatory output. Our design space further shows that publications mainly used the front as
output location, e.g., for displays [50] or vibration [376], while other locations are not frequently considered, e.g.,
table, door, rear, floor, or ceiling. To answer RQ 4, we assessed the feasibility of possible in-vehicle interaction
modalities and locations in an online user study (N=48) by presenting concept images deduced from related
work and gaps in our design space (see Figure 4 and Figure 5). The study results reveal that input modalities
were more accepted regarding usefulness, usage, and comfort than output modalities. Besides, well-established
input and output modalities in current vehicles, such as auditory or tactile, were generally perceived as more
acceptable. However, novel input and output modalities, e.g., vestibular stimuli, were also perceived as useful.
While participants perceived interaction in some nomadic and anchored interior locations as useful, e.g., handheld,
wearable, rear, seat, or table, they deemed other locations less useful, e.g., ceiling, floor, door, or VR. The results
highlight the importance of considering novel modalities and locations in future in-vehicle interaction design.
Contribution Statement: First, we report the results of an SLR on in-vehicle UI research and the analysis of

multimodal interaction and utilization of interior locations, leading to a combination matrix for multimodal
in-vehicle interaction and visualization of interaction locations accompanied by a self-developed interactive
website1. Second, we propose a design space for in-vehicle interaction, considering several novel vehicle interior
locations and including an extensive set of human sensors and actuators. Third, we provide the results of an
image-based online user study (N=48) on perceived usefulness, real-world usage, and comfort of possible in-
vehicle interaction approaches deduced from our design space and related work and discuss implications for
future interaction design.

2 BACKGROUND AND RELATED WORK
Our work is grounded on (1) a definition of the in-vehicle interaction scheme based on a classification of human
sensors and actuators and (2) previous literature reviews on automotive UIs.

2.1 Human Sensors and Actuators
Based on [33, 41, 165, 340], we distinguish seven human sensor/actuator categories: (1) visual, (2) auditory,
(3) haptic, (4) olfactory, (5) gustatory, (6) cerebral, and (7) cardiac. We follow the definition of sensors and
actuators and the respective interaction scheme shown in Figure 2. The in-vehicle interaction scheme includes
two agents: human and vehicle, and describes an input-output feedback loop between both agents [340]. A
human/the human body intentionally or subconsciously uses actuators such as fingers, brain, or heart to generate

1https://in-vehicle-interaction-design-space.onrender.com/ | Interactive tool to support investigation of in-vehicle interaction research and
design.
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input modalities. In this work, intentionally performed input is considered as explicit (e.g., touch, or speech) and
subconsciously performed input as implicit (e.g., brain or heart activity). The input modalities are sensed by
specific vehicle sensors (e.g., microphones or touchscreens) at vehicle input locations that are either nomadic
(e.g., VR, handheld, or wearable) or anchored throughout the interior (e.g., front, seat, door, or rear). Vehicles
use actuator devices, such as screens, speakers, or vibration motors, at nomadic or anchored output locations
to generate output modalities (e.g., display, sound, or vibration). The output modalities are sensed by specific
human sensors (e.g., eye, ear, or skin). In this work, the sensor/actuator categories are used to categorize input
and output modalities.

Fig. 2. In-vehicle interaction scheme including two agents: a human and a vehicle. A feedback loop is created between both
agents, which sense the external world using natural (human) and artificial (vehicle) sensors. Both human and vehicle act
upon the environment with their actuators. One possible example is shown after each sensor, actuator, input modality, and
output modality.

The visual category entails the eye as a sensor enabling passengers to perceive any light-based output
modalities and as an actuator that produces explicit input modalities, e.g., gaze, pupil dilation, or blink rate [340].
Auditory output modalities are sensed by the ears, while auditory actuators are body parts that can explicitly
generate sounds, e.g., mouth for voice or hands/fingers for clapping [111]. According to Benyon [33] and the
ISO standard 9241-910 [272], we divide haptic into kinesthetic, cutaneous, and vestibular. We did not consider
proprioception, which is the sense of one’s body position and movement [272] as such sensation is already
covered by kinesthetic and vestibular sensors/actuators [165]. Kinesthetic sensors in the human joints and
muscles detect body motion, while kinesthetic actuators generate explicit output modalities, such as muscle
activity or body movement. Such body activity can also be implicitly performed. Cutaneous is subdivided into
electrodermal, tactile, thermal, and pain, which each have specific skin sensors to perceive output modalities such
as pressure, temperature, or pain stimuli. Cutaneous actuators generate skin-related input modalities explicitly
via touch and implicitly via EDA or skin temperature. The vestibular category is adapted from [33] and describes
a sensor that detects balance and general body motion. However, as the vestibular system is a passive sensor and
active body motion is a kinesthetic actuator, there is no vestibular actuator. Similar to [33, 340], we include the
olfactory and gustatory categories, which each have a dedicated sensor organ (nose and tongue). However,
olfactory actuators are any source of body scent, and gustatory actuators are any source of body flavor, e.g.,
sweat taste. Olfactory and gustatory actuators implicitly produce input. Besides, we include the cerebral and
cardiac categories, similar to [25, 364]. We consider brain activity measured by, e.g., functional near-infrared
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spectroscopy (fNIRS) or electroencephalography (EEG) as implicit input modality and brain stimuli as output
modalities "sensed" by the brain. Likewise, heart activity (e.g., heart rate) is an implicit input modality, and heart
stimuli (e.g., via a defibrillator) are output modalities "sensed" by the heart.

2.2 Literature Reviews on Automotive User Interfaces
There are several reviews on human-vehicle interaction and considerations for the design of automotive UIs. For
example, Lee [216] analyzed 50 years of driving safety research, including an overview of vehicle technology, and
Akamatsu et al. [8] presented a detailed description of the history of vehicle UIs and related human factors. Still,
these papers give little information on higher automation levels (SAE levels 3, 4, and 5) and future in-vehicle
interaction regarding novel modalities. A review including AVs was conducted by Kun et al. [197] who identified
problem fields for automotive research regarding the transition to higher automation levels. Similarly, Ayoub et
al. [22] identified various trends, e.g., the transition towards AVs or the increasing relevance of NDRTs. They also
summarized a broad range of input and output modalities, including (novel) approaches like augmented reality
(AR), VR, or emotion recognition. An overview of technologies that are being used or developed to perceive user’s
intentions for natural and intuitive in-vehicle interaction was presented by Murali et al. [261]. They found that
novel multimodal sensing devices replace legacy display interfaces and haptic devices such as buttons and knobs.
However, their overview was not based on an SLR, and they did not consider some sensor/actuator categories,
e.g., vestibular, olfactory, and gustatory. Besides, there are reviews regarding human factor-related issues (e.g.,
distraction, awareness, trust, or acceptance) [76, 164] and technical challenges [157]. The first design space for
driver-based automotive UIs was introduced by Kern and Schmidt [177] that describes in-vehicle input and
output modalities concerning their location in the interior. However, since driving automation was not yet an
omnipresent research topic at the time of publication (2009), their design space focused on a subset of possible
in-vehicle modalities (i.e., visual, auditory, and haptic) and locations (i.e., subdivisions of front). In a later work
(2021), Detjen et al. [80] discussed the requirements and challenges of interaction with AVs regarding users’
acceptance, namely, security & privacy, trust & transparency, safety & performance, competence & control, and
positive experiences. They also classified current in-vehicle interaction literature by their contribution to one
of the acceptance challenges and used interaction modality. However, they did not consider novel in-vehicle
locations and mainly focused on SAE 3-5 vehicles.

In combination, these works already furnish the direction for future in-vehicle interaction. However, they are
limited due to not including AVs (e.g., [8, 216]), novel interior locations (e.g., [80]), or considering a subset of
possible human sensors and actuators (e.g., [177, 261]). In this work, we include in our SLR any SAE level (i.e.,
from manual to highly automated driving) and approaches for input and output modalities while considering an
extensive set of human sensors and actuators. Besides, we propose a comprehensive design space that extends
previous design spaces (such as [80, 177]) and includes not only the driver but also other passengers as users.

3 SYSTEMATIC LITERATURE REVIEW ON IN-VEHICLE INTERACTION
To answer RQ 1, "How does current automotive UI research leverage human sensors and actuators for in-vehicle
interaction?" and RQ 2, "What vehicle interior locations can be utilized for in-vehicle interaction?", our goal was to
elaborate a detailed and comprehensive overview of research on in-vehicle interaction. Therefore, we employed an
SLR. The process of this SLR is based on the Preferred Reporting Items for Systematic Reviews and Meta-Analysis
(PRISMA) proposed by Moher et al. [254] and Page et al. [279]. Our multistaged process is depicted in Figure 3
and consists of an identification step, a two-step publication screening part, and a synthesis.
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Fig. 3. Flow chart of our SLR process based on the PRISMA guidelines proposed by Page et al. [279].

3.1 Identification
To identify publications relevant to our topic, we created a database query using Boolean algebra that combines
the keywords of each sensor/actuator category specified in a preparatory step (see Table 4 in Appendix). However,
as the used database search engines have keyword limits, we split the query into 12 sub-queries, one for each
sensor/actuator category. For readability, the complete list of used queries is shown in the Appendix (see Table 5).
The query for the auditory category is shown as example:

(vehicle* OR car* OR driver* OR driving OR "in-vehicle") AND (interaction* OR interface*)
AND (auditory OR audio OR ear* OR speech OR voice OR verbal OR vocal OR "non-speech" OR
sound* OR whistling OR humming OR acoustic OR earcon* OR conversational OR music)

We adapted each query to suit the respective search syntax required by the databases (see Supplementary
material). Although the queries were applied independently, the screening process is uniform for all results to
prevent differing analyses. Thus, for example, a publication found in the searches for visual and kinesthetic
modalities is coded for both. If queries yielded identical results, the duplicates were omitted.

We selected the databases ACM DL, IEEE Xplore, and ScienceDirect, covering venues relevant for automotive
UI and future mobility research, e.g., Conference on Human Factors in Computing Systems (CHI), Conference on
Automotive User Interfaces (AutoUI), or Transportation Research Part F. Within these databases, we selected a
subset of venues (see Table 6) based on the 16 most cited HCI venues according to Google Scholar [121] and an
additional ten venues relevant for automotive research. Besides, we defined three search criteria that were applied
directly in the database search: A publication had to be (1) published in the past ten years (2011-2021), (2) written
in English, and (3) peer-reviewed. Only publication titles and abstracts were searched, similar to [29, 280, 409], as
those parts should contain an overview of all relevant content.

The three databases were queried, and the search results were downloaded on 07/15/2021. The detailed result
counts for each sensor/actuator category are shown in Table 5. After removing duplicates with Zotero [74], 2534
publications remained (1244 ACM DL (49.1 %), 1046 IEEE Xplore (41.3 %), 244 ScienceDirect (9.6 %)).
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3.2 Screening
For the publications screening, we employed a two-phase process, consisting of an abstract screening and a
subsequent full-text screening.

3.2.1 Abstract Screening. We defined amandatory inclusion criterion: in-vehicle interaction. The criterionwas true
when the publication described or employed an interaction or interface between a user and an in-vehicle system
in the automotive context. This includes the use of any input and output modality. Besides, we defined inclusion
criteria that were not explicitly coded to save time but always considered in the decision: (1) The publication should
be no literature review, taxonomy, or design space. (2) It considers a vehicle of any SAE J3016 [324] automation level.
(3) It describes driver/passenger-vehicle interaction, i.e., no direct passenger-passenger interaction. (4) It considers
user interaction inside a vehicle, i.e., no external communication (e.g., [72]), vehicle-pedestrian interaction, or
teleoperation.
Sysrev [162] was used for the screening phase, as it is an online platform that offers tools for collaborative

screening of large amounts of publications. Besides, it provides automatic randomization of the publications to
prevent a biased review order. The Sysrev project is public2 to allow researchers to view our work and enable
the use in other research projects. Two of the authors conducted the abstract screening. To create a shared
understanding of the inclusion criteria, the first 25 publication abstracts were collaboratively reviewed. Both
reviewers then reviewed a subset of 1500 publication abstracts without verbal discussion, and the remaining
1034 publications were rated by one reviewer. To assess inter-rater agreement, we calculated Cohen’s Kappa [67]
𝜅 = .83 (𝑝0 = 94.00%), which indicates an almost perfect agreement [202]. Ninety-four conflicts were discussed
and resolved.

In total, 439 publications were included. Based on the results, we defined a code book for the full-text screening,
representing our topics of interest for the synthesis. The code book included the vehicle’s SAE level considered
in the concept/user study, the sensor/actuator category of the employed input/output modality, multimodal
input/output usage, and the interaction location. We recognize an interaction as multimodal when the user
is provided with multiple modes for interacting with the system (e.g., speech and touch) [364]. This includes
both sequential, where a user will have to switch between modes of interaction and simultaneous multimodal
interaction that allows multiple modes at a time [296]. For the interaction locations, we defined two overarching
types: (1) nomadic (e.g., head-mounted display (HMD), smartphone, or wearable) and (2) anchored (e.g., dashboard,
seat, or door). The abstract screening data set containing all included publications’ metadata is provided as
supplementary material, enabling researchers to access our raw data for future projects.

3.2.2 Full-Text Screening. We excluded publications in this screening step if at least one of the following exclu-
sion criteria are met: (1) The publication considers driver monitoring intended only to measure participants’
performance, e.g., cognitive load, drowsiness, or distraction. (2) It considers a haptic torque steering support,
e.g., for takeover situations. (3) It does not meet the inclusion criteria defined in the earlier process steps (see
Section 3.1 and 3.2.1).
The two reviewers continued with this full-text screening, which was again conducted in Sysrev and made

public3. In the beginning, 27 publications were rated together to generate a common understanding and test
the applicability of the defined code book. Six of these publications resulted in a conflict and were resolved
in a discussion. The inter-rater agreement was qualitatively checked in a discussion similar to [315, 365]. The
reviewers rated the remaining 412 publications individually.

2https://sysrev.com/u/5286/p/77887 | This project contains our abstract screening. It provides public access to all 2534 screened publications’
metadata, abstracts, and shows our labels. Labeling statistics can be shown, and filters can be used to select publications.
3https://sysrev.com/u/5286/p/78991 | This project contains our full-text screening. It provides public access to all 439 screened publications’
labels.
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3.3 Results Overview
In total, 327 out of 439 publications were marked for inclusion in the synthesis (200 ACM DL (61.1 %), 68 IEEE
Xplore (20.8 %), 59 ScienceDirect (18.1 %)). Within the included publications, we found 306 approaches for input
modalities, with the following distribution in the sensor/actuator categories: 35 visual (11.4 %), 50 auditory
(16.3 %), 101 kinesthetic (33.0 %), 7 electrodermal (2.3 %), 79 tactile (25.8 %), 2 thermal (.7 %), 10 cerebral (3.3 %),
and 8 cardiac (2.6 %). While 171 publications used unimodal input, 38 publications considered multimodal input.
Regarding output modalities, we found 416 approaches: 221 visual (53.1 %), 110 auditory (26.4 %), 7 kinesthetic
(1.7 %), 52 tactile (12.5 %), 4 thermal (.96 %), and 5 olfactory (1.2 %). Multimodal output was employed by 81
publications, while 207 used unimodal output. Besides, we found 14 publications that utilized a nomadic device
(e.g., smartphone or wearable device) for input and 17 publications for output.

4 EXTENDING THE DESIGN SPACE FOR IN-VEHICLE INTERACTION
Although visual, auditory, and haptic modalities dominate current in-vehicle interaction research (see Section 3.3),
our SLR reveals various approaches that utilized novel modalities, such as vestibular, thermal, olfactory, cerebral,
or cardiac. This highlights that future automotive UI design should consider such (novel) modalities. Especially,
regarding increasing automation, shifting the driver’s role to a passenger requiring adaptive intention recognition
that considers different driving situations [274] and making modalities using physiological, brain, gaze, or emotion
interfaces more useful [80]. The results of our SLR further indicate the relevance of answering RQ 3, "What is the
design space for in-vehicle interaction that includes an extensive set of human sensors and actuators?". Therefore, we
propose a design space for in-vehicle interaction extending the design space by Kern and Schmidt [177].

Two dimensions span our design space: (D1) interaction location and (D2) interaction modality. D1 is defined
by two parameters that were selected according to the results of the interaction location coding (see Section 4.3):
nomadic and anchored. D2 is defined by two parameters: input modality and output modality. The parameter
nomadic of D1 has four levels: AR, VR, handheld, and wearable. The parameter anchored of D1 has 12 values:
front, windshield, dashboard, head-up display, center stack, steering wheel, seat, table, door, rear, floor, and
ceiling. The front location is adopted from Kern and Schmidt [177]. We decided not to differentiate the interaction
locations any further to limit complexity. However, the set of values can be expanded in the future, e.g., seat
may be differentiated into seat pan, backrest, and headrest. Both parameters of D2 (input and output) have the
same 12 values based on the sensor/actuator categories (see Section 2.1): visual, auditory, vestibular, kinesthetic,
electrodermal, tactile, thermal, pain, olfactory, gustatory, cerebral, and cardiac.

We followed a morphological analysis and combined the aforementioned values into a multidimensional matrix,
also known as Zwicky box [416], which is a well-established tool for the creation of design spaces [27, 145]. Such
a matrix contains all combinations of parameters and helps identify promising families of solutions and a possible
lack of solutions by the number of solutions in specific cells. The resulting matrix containing all approaches
for input modalities found in our SLR is shown in Table 1 and for output modalities in Table 2, where D1 is
positioned on the y-axis and D2 on the x-axis. Grayed-out cells indicate that a solution using the respective
modality and location does not make sense due to ethical concerns (e.g., pain stimuli) or technical reasons (e.g.,
no vestibular actuator or impractical cerebral/cardiac output). Our proposed design space can be used: (1) as a
tool to classify an existing or one’s own work, (2) as a taxonomy of in-vehicle interaction research to inform a
literature search, and (3) as an ideation tool for the creation of novel interaction concepts utilizing interaction
locations throughout the vehicle.

In the following, we describe the found input and output modalities mapped to the sensor/actuator categories
in detail (RQ 1). As the interaction was often multimodal, we also present a combination matrix for multimodal
input and output (RQ 1). We conclude by classifying the found modalities into interaction locations across the
vehicle interior and nomadic devices (RQ 2).
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Table 1. The matrix obtained by the morphological approach, showing the design space for in-vehicle input modalities. The
combinations highlighted in gray make technically no sense or are unethical.

D2: (Human Actuated) Input Modality
Haptic

CutaneousVisual Auditory Vestibular Kinesthetic Electrodermal Tactile Thermal Pain
Olfactory Gustatory Cerebral Cardiac

AR
VR

Handheld Smartphone Button [224],
Controller [374]

Smartphone
Touch [135, 260, 394]
[52, 58, 140, 285]
[136, 277, 399],
Tablet Touch
[57, 58, 251]

N
om

ad
ic

Wearable

Eye-Tracker:
Gaze [32, 185, 382],
Glance [407],
Blink [32], Pupil [32],
Movement [87, 182, 281]

Smartwatch Acceleration [185],
Smart Ring Gesture [118]

Forearm:
EMG [205],
Finger:
EDA [386],
Finger:
GSR [87, 281, 361]

Smartwatch
Touch [285, 395]

Finger: Skin
Temp. [386]

Head: EEG
[137, 148, 234]
[21, 38, 39]
[245, 408]
[58, 413]

Ear: Heart Rate
[87, 143, 281],
Forearm: Heart
Rate [204],
Torso: ECG
[319, 386]

Front
Gaze [116], Glance [240],
Blink [240], Pupil [240],
Movement [402]

Speech [180, 229, 267]
[128, 245, 330]
[147, 180, 208, 348],
Voice [182, 361, 363]
[218, 387, 400]
[81, 122, 229, 394],
Humming [111],
Clapping [111],
Snapping [111],
Vocal Affect [360]

Camera-sensed:
Body Position [390],
Body Pose [138, 143, 298],
Facial Landmarks [298],
Head Pose [2, 176, 300, 322, 330, 363],
Head Movement
[49, 51, 58, 143, 182, 213, 351],
Head Position [138],
Facial Expression [143, 153],
Emotion [45, 225, 348, 354, 411],
Gesture [81, 309, 339],
Finger Gesture [171]

Windshield Gaze [2, 306, 322] Camera-sensed:
Finger Pointing [2, 322]

Dashboard Gaze [65, 187], Glance [108] Touch [377]
HUD

Center
Stack Gaze [316], Glance [368]

Button [105, 179, 242, 300, 379],
Rotary Controller [12, 124, 212]
[59, 95, 169, 179, 207, 253, 327],
Keypad [147, 358, 375],
Pointing Device [320],
Lever [242], Sidestick [284],
Shape Changing [400],
Camera-sensed:
Gesture [64, 127, 247, 273, 295, 400],
Finger Gesture [79, 127, 247, 337],
Finger Pointing [5, 7, 212, 214],
Ultrasound-sensed:
Finger Pointing [310],
Gesture [117]

Body
Conductivity [59]

Touch [81, 122, 218]
[169, 173, 191, 229]
[140, 242, 270, 291],
Pressure [155, 270],
Pen [163],
Indirect Touch [34],
Shape Changing [400]

Steering
Wheel

Button [105, 212, 224, 267, 300, 387]
[169, 262, 327],
Lever [151], Switch [376],
Steering Impedance [37],
On-Wheel Gesture [221],
Keyboard [147, 327],Mouse [166],
Camera-sensed:
Hand Position [390],
Electric-field-sensed:
Finger Gesture [128, 241]

GSR [143]

Touch [95, 143, 267]
[140, 262, 327]
[156, 206],
Pressure [156]

Skin Temp.
[143]

Heart
Rate [361]

Seat Body Pressure [180, 264, 354, 361]
Table Pen [163] Touch [58]
Door Touch [35, 158]
Rear
Floor Foot Position [298]
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Ceiling Pen [163]

4.1 Input Modalities
Users explicitly or implicitly act using their actuators on in-vehicle systems that are equipped with sensors, e.g.,
cameras or touchscreens. In the following, we present examples for each human actuator category of the found
input modalities. However, we did not find any publications included in our synthesis that considered olfactory
or gustatory input modalities.
Visual: Our SLR revealed that the eyes were mainly used in gaze-based interaction. For example, Riegler

et al. [306] employed gaze-based interaction with windshield displays and evaluated the dwell time for object
selection. Roider et al. [316] investigated gaze-activated voice input to reduce visual distraction, and they enabled
drivers to utilize gaze input to perform a secondary task [317]. Gaze was also used implicitly to infer users’ interest
in objects. For example, by analyzing the gaze direction to determine the referred object in an interaction [382]
or to identify referenced objects outside the vehicle [2]. An in-vehicle system could also detect glances, which
occur when a user briefly looks at something, e.g., at secondary screens while driving [341]. In this context,
Ulahannan et al. [368] used glance behavior to inform adaptive UIs in AVs. A 6-second sequence of glances was
used by Fridman et al. [108] to predict the driver state. Likewise, Mahajan et al. [240] analyzed glance behavior
(e.g., frequency) regarding situation awareness before takeover requests (TORs). Besides, longer eye movement
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sequences can be used, which we found to be mainly implicit input for predictive algorithms. For example, eye
movements before a TOR were used to predict takeover behavior to enable driver context adaptive UIs [281], and
to predict subsequent driving performance [402]. Other (often implicit) visual input modalities are eye blinks and
pupil characteristics. For example, Benedetto et al. [32] measured pupil diameter, blink rate, and blink duration
to assess the driver’s mental workload and inform accident prevention systems. Likewise, Mahajan et al. [240]
measured pupil diameter and blink frequency to assess the changed driver alertness due to automation and the
TOR performance. However, we did not find any driver assistance systems already built into vehicles, such as
drowsiness detection using visual input, which could be due to the set time range (2011-2021).

Auditory: All sounds that are produced by human actuators, such as the vocal tract, can be used as auditory
input for in-vehicle systems. Our synthesis showed that speech-based inputs were mainly used in conversa-
tional/dialog systems, which can reply via computer-generated speech. For example, dialog systems by Nawa
et al. [267] and Lin et al. [229] retrieve speech input to anticipate the dialog context and response relevant
information. Similarly, dialog systems were evaluated regarding usability and driver distraction [147], and design
guidelines for dialog UIs were defined to address issues such as mental workload or task-related fatigue [205].
While dialog systems require context, simpler forms of speech-based input are voice commands. For example,
Winzer et al. [400] utilized voice commands like "left" or "right" for control of a traffic light assistant. Lee et
al. [218] enabled users to change the automated driving state via, e.g., "auto drive" or "manual drive". We also
found approaches that used voice commands for communication with a robot assistant [394] and interaction
with an automated cab [210]. However, auditory input is more than using natural language in a dialog or voice
command. We found in-vehicle systems that utilized subtle messages conveyed by the human voice. Tischler et
al. [360] described emotion recognition (inference of valence and arousal) using changes of pitch, intensity, and
energy of the speech signal. Furthermore, non-speech sounds generated by the vocal tract or body parts were
used. For example, Funk et al. [111] enabled nonverbal auditory input (humming, snapping, and clapping) for
interaction with an assistant while driving.
Kinesthetic: Kinesthetic input comprises the position and movement of body parts and activity of muscles

and joints [272], to which we also attribute the facial muscle activity needed for emotion and facial expressions.
For example, body position classifiers were used to recognize driver distraction [390], and posture tracking
allows inference of situation awareness and reaction times [233]. The body pressure applied to the seat was also
analyzed to inform optimal seat vibration points [181]. Apart from whole body characteristics, body parts such
as the head can provide more specific input. For example, head pose tracking was used to analyze driver behavior
and monitor attention [42], and head movement to adapt the rendering of stereoscopic 3D displays [51]. We
also found a work that measured the distance between feet and pedals to estimate situation awareness [298].
Besides, facial expressions were used to measure the driver’s stress level [143], to adapt the personality of a
voice assistant [46], and facial landmarks were utilized to classify situation awareness [298]. Another commonly
found kinesthetic modality was gesture input. For example, Jiang et al. [170] investigated display control via
hand gestures, and Ahmad et al. [6] used hand pointing to predict the display item a user intends to select. Some
approaches considered finger gestures and pointing, e.g., to control in-vehicle functions such as volume [171] or
for contactless operation of a screen using mid-air finger movements [310]. We also found various approaches
to recognize kinesthetic input via hardware such as buttons [179], levers [151], switches [376], and rotary
controllers [12]. Schartmüller et al. [327] reimagined the steering wheel for NDRTs by attaching a keyboard,
while Jakus et al. [166] attached a computer mouse to the steering wheel backside. There were also approaches
leveraging shape-changing input, e.g., Heijboer et al. [139] imagined a shape-changing dashboard that users can
actively deform.
Electrodermal: In contrast to, e.g., visual, auditory, or kinesthetic input, EDA is exclusively implicit input.

For example, Wang et al. [384] used body electric conductivity to distinguish driver and passenger touches on
screens. Madrid et al. [239] presented a biometric UI for stress and awareness detection using driver’s galvanic
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skin response (GSR), which was also used by Pakdamanian et al. [281] to predict takeover performance. Besides,
electromyography of the user’s forearm muscles was used to recognize micro-gestures performed on the steering
wheel [17].

Tactile: We mostly found approaches that recognized tactile input via touch-sensitive surfaces, e.g., [81,
156, 210, 270]. However, Berger et al. [34] investigated an absolute indirect touch interaction concept to enable
passenger interaction with an infotainment system. Apart from touch-based input, we also found publications
that considered pressure-based inputs. For example, Swette et al. [356] presented pressure-based buttons on a
touch surface, and finger pressure input deforms the shape-changing dashboard by Heijboer et al. [139].

Thermal: The temperature dispensed via the skin can be utilized as a thermal input. However, as humans do
not actively control their body temperature, we only found approaches that used implicit thermal inputs, e.g., to
assess driver emotion [386], or stress [143].
Cerebral:We found that cerebral input modalities were mainly used for implicit interactions. For example,

Zhu et al. [413] employed EEG for truck driver drowsiness detection and early warning system. However, some
approaches utilized brain signals for explicit control of vehicle functions. He et al. [137] proposed an interface
between drivers and in-vehicle devices using brain signals that can be used while performing primary driving
tasks. Likewise, in a concept by Hood et al. [148], a brain-computer interface enabled drivers to control vehicle
functions, including acceleration and steering.

Cardiac: In contrast to cerebral input, we did not find any approach for explicit cardiac input. Instead, the heart
was only used as an actuator for implicit input. For example, Madrid et al. [239] assessed the driver’s heart rate to
detect stress and enable real-time feedback so that drivers can take corrective actions on time. Similarly, Hayashi et
al. [134] developed an abnormal sign detection system based on driver’s heart pulse measures. Electrocardiogram
measures were also used by Wang et al. [386] to improve driver emotion recognition.

4.2 Output Modalities
Human sensors perceive any output modality generated by vehicle actuators, e.g., speakers or vibration motors.
In the following, we present examples for each human sensor category of found output modalities. However, we
did not find any publications that considered electrodermal, pain, gustatory, cerebral, or cardiac output modalities.

Visual: The simplest form of visual output is light. For example, Johns et al. [172] used a steering wheel LED
strip to create a virtual steering wheel that moves in advance while the steering wheel is locked. In a concept
by Zhu et al. [413], a single LED was used to warn in case of driver drowsiness. Besides, we found approaches
for peripheral light feedback. For example, peripheral LED strips acting as chase lights to influence the driver’s
perception of speed [250] or using peripheral light flashes behind the steering wheel to indicate a TOR [323]. Some
approaches utilize ambient light, e.g., to highlight pedestrian trajectories [235]. Most approaches in our synthesis
used screens of various sizes and functions, e.g., [189, 193, 354, 393]. However, we also found different visualization
approaches, e.g., head-up displays (HUDs) [331], stereoscopic displays [392], active shutter glasses [49], robotic
companion displays [406], projections [257], and shape changing devices [257]. Regarding HUDs, Beck and
Park [31] investigated the perceived importance of different HUD information items, and Häuslschmid et al. [130]
evaluated the recognition of stimuli on a windshield HUD. Wiegand et al. [392] envisioned a stereoscopic 3D
display to show information for early takeover preparation. A concept by Broy et al. [49] used shutter glasses
to visualize a 3D effect on a dashboard display. Yang et al. [406] presented a robotic companion display that
automatically pans and tilts. Mok et al. [257] projected the vehicle’s automation status on the steering wheel
while also changing its shape to visualize a TOR. We also found various approaches for visual output that utilized
AR. For example, Lauber and Butz [211] displayed driver warnings via AR HMD. There are also approaches
without HMDs, e.g., Akash et al. [9] augmented the windshield with AR-highlights of environment objects, or
Lindemann et al. [230] explored the use of windshield AR for driver assistance in short-notice takeovers. Similar
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Table 2. The matrix obtained by the morphological approach, showing the design space for in-vehicle output modalities.
The combinations highlighted in gray make technically no sense or are unethical.

D2: (Human Sensed) Output Modality
Haptic

CutaneousVisual Auditory Vestibular Kinesthetic Electrodermal Tactile Thermal Pain
Olfactory Gustatory Cerebral Cardiac

AR AR [193, 211, 391],
AR Smartglasses [136]

VR See-through Cockpit [231],
VR HMD [146, 226, 248]

Handheld
Smartphone [52, 135, 140, 285]
[136, 277, 384, 399],
Tablet [57, 251, 276]

Smartphone Sound [112],
Smartphone Voice [112]

N
om

ad
ic

Wearable Smartwatch [223, 285]

Smart Ring [118],
Vibration Wristband [292],
Vibration Belt [195, 196],
Tactor Belt [293]

Front

Sound
[99, 201, 286, 329, 385]
[152, 183, 302, 335],
Speech
[26, 128, 180, 228, 245]
[59, 169, 208, 348],
Voice
[46, 83, 126, 134, 240, 253],
Music [54, 60, 143],
Earcon
[113, 168, 278, 317, 332, 337]

Scent
[89, 93]
[91, 92]
[90, 325]

Windshield

AR [30, 188, 198, 290, 331]
[102, 230, 258, 275, 392],
Ambient Light [203, 235, 250, 383]
[332, 369, 370]

Dashboard

Display [189, 190, 346, 349]
[175, 237, 275, 313, 367, 388],
Peripheral Light [199, 323],
Robotic Companion [321],
LED [222]
Shutter Display Glasses [49, 51],
Ambient Light [43, 44, 65, 337, 339]

HUD
HUD [130, 160, 290, 326, 404]
[31, 102, 211, 331, 371],
Stereoscopic 3D [392]

Center
Stack

Display [50, 193, 301, 346, 405]
[69, 230, 252, 252, 388],
Robotic Companion
[176, 194, 219, 394, 395],
Robotic Display [406],
LED [139, 232, 413]

Robotic
Companion Voice [406]

Shape Changing
[66, 139, 414]

Pin-Array [173],
Vibration
[155, 232, 268–270, 376],
Ultrasound
[48, 117, 132, 192, 209, 338],
Shape Changing
[66, 139, 414],
Texture [414],
Piezo Haptic [139]

Peltier
Element
[83, 139]

Steering
Wheel

Display [140, 199, 257, 393],
LED [154, 172, 239],
Ambient Light [257, 353, 370],
Projection [257],
Shape Changing [257]

Steering Impedance
[37, 154],
Shape Changing
[178, 256, 257]

Haptic Tic [329],
Vibration
[91, 267, 295, 302, 350, 376],
Cutaneous Push
[85, 337, 339]

Peltier
Element
[85]

Seat Display (headrest) [354],
Display (backrest) [34, 35]

Seat
Rotation [352],
Seat
Tilt [397]

Shape Changing [123],
Seat Rotation [352],
Seat Movement [289],
Brake Pulse [114]

Vibration
[56, 115, 200, 286, 308]
[88, 114, 181, 332, 369],
Shape Changing [123],
Seat Belt Tension [114],
Tactor [222],
LED Strip [294]

Table Robotic Display [163],
Display [276]

Door Display [35],
Door Window AR [35, 158]

Rear Music [54], Earcon [113]
Floor Earcon [113] Haptic Pedal [73, 141]

D
1:

O
ut
pu

tL
oc

at
io
n

A
nc

ho
re
d

Ceiling Robotic Display [163],
Display [352] Earcon [113]

to windshield AR, Häkkilä et al. [158] proposed a concept for AR-enabled door windows. Besides, we found
in-vehicle VR concepts. For example, McGill et al. [248] and Li et al. [226] investigated the use of VR HMDs for
in-vehicle applications.
Auditory:We found various forms of simple auditory output ranging from sounds, e.g., [99] to earcons that

are brief, distinctive, often melodic sounds to convey a message similar to an icon, e.g., [113]. Besides, we found
approaches that produce artificial speech and interact with the user in a dialog system, e.g., [180]. However, some
concepts used text-to-speech systems primarily used in non-conversational interaction, e.g., [126]. While most
publications that considered auditory output focused on speech and sound, we found approaches that utilized
music. For example, Burnett et al. [54] presented a concept to alter the speed perception of passengers through
subliminal music adaptions. Similarly, Hernandez et al. [143] used adaptive music (e.g., relaxing songs) if the
driver is stressed, and Chen [60] manipulated background music using blended sonification to communicate
reliability in automated driving.
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Vestibular: Vestibular output modalities address the human sensor of balance and often occur coupled with
kinesthetic output as the body is moved by an exterior force to stimulate the vestibular system in the inner ear [33].
In our synthesis, we found a concept by Winner and Wachenfeld [397] that automatically adapts the seat’s tilt
angle when an automated vehicle is driving in a curve to normalize the passenger’s vestibular experience.

Kinesthetic: Kinesthetic output consists of any movement sensed over muscles and joints, making it a versatile
way to provide feedback to users. For example, the shape-changing steering wheel by Mok et al. [257] provided
kinesthetic stimuli to hands and arms to indicate the automation state and TORs. Bhardwaj et al. [37] employed
a system that adapts the steering wheel impedance to ensure a safe transition of control between vehicle and
driver. A swivel seat can also be utilized, as shown by, e.g., Sun et al. [352]. Besides, whole-body kinesthetic
output was investigated by Gaspar et al. [114] who conveyed forward collision warnings via brake pulses. We
also found approaches for haptic pedals that, e.g., provided force feedback to guide drivers toward applying
ideal throttle [73] or a pressure point such that the pedal is pressed no further than the recommended angle for
ecological driving [141].

Tactile:Most publications in the synthesis employed vibration motors, e.g., [181, 232, 369, 376]. However, some
approaches used tactors. For example, in the form of a cutaneous push on the steering wheel for navigation [84], a
tactor to convey warning cues for driver inattention [222], a pin array that creates tactile patterns for fingers and
hand [173], a silicone touchscreen cover foil to increase tactile feedback [414], or a 3D printed stencil that makes
underlying touchscreen controls tangible [66]. Besides, instead of skin contact with the tactile device, Shakeri et
al. [338] and Harrington et al. [132] proposed mid-air ultrasonic tactile feedback for gesture interaction.
Thermal: In our synthesis, we only found approaches for thermal output via skin contact. For example, Di

Campli et al. [83] used a Peltier device to apply thermal feedback to the driver’s finger, where the temperature
indicated the desired lane change direction. They also attached a Peltier element to the steering wheel to provide
thermal feedback indicating navigation cues [85]. Besides, Heijboer et al. [139] envisioned a dashboard that
conveys information via temperature changes.
Olfactory: Schartmüller et al. [325] applied essential oils on a piece of felt attached to the center mirror to

investigate non-invasive motion sickness mitigation in AVs. Similarly, Dmitrenko et al. [89] utilized essential
oils to produce pleasant scents to promote safer driving, better mood, and improved well-being in drivers. They
also compared scent output methods and their usability for in-vehicle olfactory interactions regarding distance,
volume, and speed [93].

4.3 Interaction Locations
According to our code book (see Section 3.2.1), we distinguish between two types of interaction locations:
(1) nomadic and (2) anchored. The locations are visualized in Figure 1 and on our interactive website4.

Nomadic: The nomadic interaction location contains devices unboundwithin the vehicle interior such as HMDs
(e.g., AR or VR), handheld devices (e.g., smartphone or laptop), and wearable devices (e.g., smartwatch or smart
ring), see Figure 1. We found that input sensed via nomadic devices was mainly kinesthetic and tactile. Kinesthetic
input was performed on handheld devices, such as buttons on a smartphone [224], gaming controller [146], or
wearables, e.g., smartwatch [131] and smart ring [118]. Similarly, tactile input was performed on touchscreen
handheld devices, e.g., smartphone [260] or tablet [251], and a wearable smartwatch [285]. Besides, physiological
input modalities were measured using wearable sensors at nomadic locations, e.g., EDA on the forearm [17], skin
temperature on the fingers [386], brain activity on the head[38], and heart activity on ear [281] or torso [319].
Regarding output, we found various approaches that utilized nomadic displays, such as AR [193], VR [248],
smartphone [136], tablet [276], or smartwatch [223]. However, our SLR also revealed some approaches that

4https://in-vehicle-interaction-design-space.onrender.com/ | Interactive tool to support investigation of in-vehicle interaction research and
design.
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provided tactile output at wearable locations via, e.g., smart ring [118], vibration wristband [292], vibration
belt [195], or tactor belt [293].
Anchored: The anchored interaction location contains specific locations throughout the vehicle interior:

front, rear, door, ceiling, floor, table, and seat (see Figure 1). To account for the large number of publications
focusing on front-based in-vehicle interaction, similar to [177], we further differentiate the front into windshield,
dashboard, head-up display, center stack, and steering wheel. Our synthesis showed that input modalities were
mainly sensed via vehicle sensors located in the front. For example, cameras for visual input, such as gaze [116],
blinking [240], or pupil dilation [240], or kinesthetic input, such as gesture [81], facial expression [153], or head
movement [314]. Similarly, microphones were placed in the front to sense auditory input (e.g., speech [245] or
humming [111]). Other input modalities often require direct contact with an anchored interior location. For
example, kinesthetic input at the center stack [242], steering wheel [221], seat [181], table [163], or ceiling [163].
We also found approaches for tactile input at similar locations, e.g., dashboard [377], center stack [270], steering
wheel [289], table [276], or door [158]. Only a few publications considered novel input modalities at anchored
locations, such as EDA [143], skin temperature [143], or heart rate [239] (all located on the steering wheel).
Regarding output, we found that out of the 12 anchored locations, only rear and floor were not utilized for visual
output. Besides, output was mainly provided using auditory modalities via speakers in the front (e.g., [286]),
and via kinesthetic modalities at the center stack (e.g., [139]), steering wheel (e.g., [154]), seat (e.g., [123]), or
floor [141]. Similarly, tactile output was provided at the center stack (e.g., [376]), steering wheel (e.g., [329]), or
seat (e.g., [114]). Only a few publications considered other output modalities at anchored locations, e.g., vestibular
output at the seat [397], scent output in the front [325], or thermal output on the center stack [83] or steering
wheel [85].

4.4 Multimodal Interaction
Multimodal interfaces provide multiple modes of interaction between passengers and vehicle. We do not distin-
guish between sequential multimodal, requiring users to switch between modes, and simultaneous multimodal
that allows users to use multiple modes at a time. Due to visualization complexity, we do not consider modality
changes, e.g., when a passenger uses gaze input and the vehicle responds with speech output. Instead, our
interactive website can filter publications that considered such modality changes from our publication data set.
To visualize the found approaches for multimodal interaction, we created a square matrix of order 12 representing
combinations between modalities of any two sensor/actuator categories (see Table 3). Both dimensions contain the
sensor/actuator categories: visual, auditory, vestibular, kinesthetic, electrodermal, tactile, thermal, pain, olfactory,
gustatory, cerebral, and cardiac. We further differentiate between specific modalities within these categories, e.g.,
speech, sound, and music within the auditory category. As in Section 4.1 and 4.2, we consider input and output
from the human perspective, i.e., input is produced by human actuators (e.g., hands), and output is perceived by
human sensors (e.g., skin). A matrix cell contains a combination of specific modalities, e.g., display × sound or
gesture × touch × lever, and an empty cell indicates that we found no approach for the respective multimodal
interaction in our SLR. Gray-colored cells highlight that combinations may not be feasible due to ethical (pain) or
technical reasons (vestibular input, gustatory input, brain stimuli, and heart stimuli).

In our synthesis, we found that most publications utilized visual modalities for multimodal input. Gaze was
combined with auditory inputs, e.g., speech [316] and voice [65], with kinesthetic inputs, e.g., finger pointing [2],
hand gestures [120], head pose [13], and body pose [298], or with tactile touch input [187]. Besides, some
publications combined eye movement with electrodermal (GSR [87]) or with cardiac modalities (heart rate [281]).
Moreover, 30 publications used auditory, kinesthetic, or tactile modalities for multimodal input. Regarding
auditory input, speech was used dominantly in combination with, e.g., button [224], gesture [289], emotion [411],
touch [285], or heart rate [204]. Kinesthetic modalities were used diversely, e.g., combined with GSR [239],
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Table 3. Combination matrix for multimodal in-vehicle interaction. Green-colored cells show combinations of multimodal
input, and yellow-colored cells show multimodal output. The combinations highlighted in gray make technically no sense or
are unethical.

Haptic
CutaneousVisual Auditory Vestibular Kinesthetic Electrodermal Tactile Thermal Pain

Olfactory Gustatory Cerebral Cardiac

Visual

Speech x Display [58, 210, 238, 300]
[64, 68, 229, 359, 378, 379, 381, 394]
[65, 106, 147, 168, 330, 357],
Speech x Robotic Companion
[176, 194, 219, 394, 406],
Voice x Display [45, 182, 253],
Speech x LED [65, 294, 338, 353],
Earcon x Display [113, 168, 337],
Earcon x LED [337],
Display x Music [16, 386],
LED x Sound [222, 338, 339]
[43, 44, 91, 154, 323, 369, 370],
Display x Sound [95, 338, 379]
[86, 152, 269, 292, 322, 362, 380, 382]
[106, 369, 370],
Speech x HUD [166, 224]
[65, 227, 292, 387],
Sound x HUD [150, 222],
Windshield AR x Sound [328, 362]

LED x Shape Changing
[139, 257],
Display x Seat
Movement [289, 352],
LED x Steering Torque [154],
Display x Haptic Pedal [141],
Shape Changing [178, 256]

Display x Vibration
[98, 155, 268, 269, 294, 295, 369, 370],
LED x Vibration
[91, 232, 294, 369, 370],
Display x Cutanous Push [337],
LED x Cutaneous Push
[222, 337, 339],
Display x Ultrasound
[117, 338],
LED x Ultrasound [338],
Windshield AR x Vibration [98],
LED x Shape Changing [139, 257],
HUD x Cutaneous Push [222, 293],
HUD x Vibration [150, 292],
Shape Changing [178, 256]

LED x Peltier
Element [139],
Display x Seat
Heating [289]

Display x Air
Conditioning
[289],
HUD x
Scent [90],
LED x
Scent [91]

Auditory

Gaze x Voice [65], Pupil
Diameter x Eye Blink x
Glance x Voice [240], Gaze x
Speech [2, 187, 316, 382]

Sound x Steering Torque [154],
Sound x Seat Rotation [352]

Cutaneous Push
x Earcon [337],
x Sound [222, 293, 339],
x Speech [173],
Ultrasound
x Sound x Speech [338],
Vibration x Sound
[91, 115, 150, 269, 286, 369],
Vibration x Speech [292]

Scent x
Sound [91]

Vestibular

Kinesthetic

Gaze x Finger Pointing x
Head Pose [2, 3, 322],
Gaze x Button [187, 233, 382],
Gaze x Gesture [4, 187, 322],
Eye x Head Movement [314],
Gaze x Hand Pointing [120],
Gaze x Head Pose [13, 233],
Eye x Facial Landmarks x
Body Pose x Foot Pose [298]

Speech x Button
[187, 224, 289, 300, 382, 387],
Voice x Gesture [400],
Speech x Gesture [187, 289],
Speech x Emotion [411],
Speech x Head Pose x
Finger Pointing [2]

Peltier Element
x Shape
Changing [139]

Electro-
dermal

Eye Movement x
GSR [87, 281] Body Posture x GSR [239]

Tactile Gaze x Touch [187] Speech x Touch
[122, 173, 187, 210, 285, 289]

Rotary Controller x Touch x
Button [327], Hand Pointing x
Touch x Button [5, 187],
Gesture x Touch [19, 187],
Gesture x Touch x Lever [242],
Finger Movement x Touch [214]

Peltier Element
x Shape
Changing [139]

Scent x
Vibration [91]

Thermal EDA x
Skin Temp. [386]

H
ap

ti
c

C
ut
an

eo
us

Pain
Olfactory
Gustatory
Cerebral Head Movement x EEG [223]

Cardiac Eye Movement x
Heart Rate [87, 281] Speech x Heart Rate [204]

Body Posture x Heart Rate
[134, 239], Head Pose x Heart
Rate [134]

EDA x ECG [386],
Heart Rate x
GSR [87, 239, 281]

Skin Temp. x ECG [386]

touch [5], EEG [223], or heart rate [134]. Only four publications utilized electrodermal or thermal input modalities
for multimodal interaction. For example, skin temperature was used with EDA [386], or in combination with
electrocardiogram [386]. We did not find any publications that considered multimodal input using olfactory
modalities.
Regardingmultimodal output, we found that most publications include visual modalities, mainly because

their approaches required a display to visualize a task or an UI. Accordingly, display was combined with various
output modalities, e.g., with auditory (speech [359], sound [269], music [16]), kinesthetic (haptic pedal [141],
seat movement [289]), or tactile (vibration [369], ultrasound [117], cutaneous push [337]). Other visual output
modalities used were LED and HUD. For example, LED was combined with speech [353], sound [323], shape
changing [139], vibration [232], ultrasound [338], Peltier element [139], or scent [91]. HUD was combined with,
e.g., speech [292], sound [150], vibration [292], cutaneous push [222], or scent [90]. Besides, publications used
multimodal output that combined windshield AR with sound [328] or vibration [98]. We also found approaches
for multimodal output that did not use visual output. For example, auditory combined with kinesthetic output
(sound × steering torque [154] and sound × seat rotation [352]) or with tactile output [173]. We found that only
four publications utilized thermal or olfactory modalities for multimodal output. Peltier elements were used
along shape-changing output [139], and scent was combined with sound [91] or vibration [91]. We did not find
any publications that considered multimodal output containing vestibular, electrodermal, or gustatory modalities.
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5 USER ACCEPTANCE OF IN-VEHICLE INTERACTION
The SLR results and our design space highlight many opportunities for novel in-vehicle interaction approaches
other than visual, auditory, and tactile. However, it is unclear whether experimental modalities (e.g., electrodermal,
cerebral, or cardiac) are feasible. For instance, passengers might perceive modalities as invasive (e.g., cerebral) or
unpleasant (e.g., thermal) and, therefore, reject usage. Moreover, our SLR and design space revealed different
interaction locations throughout the interior, with many opportunities for novel interaction locations other than
the front. Still, it is unknown whether users perceive interaction at such unfamiliar locations as practical, e.g.,
rear, floor, or ceiling. To gain initial insights, we designed and conducted a within-subject online study with
N=48 participants. The independent variables were interaction type with two levels: input and output, modality
with 11 levels: visual, auditory, vestibular (only output), kinesthetic, electrodermal, tactile, thermal, olfactory,
gustatory (only output), cerebral (only input), and cardiac (only input), and interaction location with ten levels:
AR, VR, handheld, wearable, seat, door, floor, rear, table, and ceiling. Following our design space, we excluded
impractical modalities (e.g., pain) and removed the front location, as user acceptance of this location is already well
known to research. The following RQ guided the exploratory study: RQ 4: How do users perceive the (1) usefulness,
(2) real-world usage, and (3) comfort of different input/output modalities and interaction locations within a conceptual
vehicle?

5.1 Study Procedure and Measurements
We opted for an image-based survey for two reasons. First, we aimed for meta-level insights covering the mere
concept of an interaction, disregarding profound functionalities of each modality. Second, it is impractical to
develop working prototypes for all 18 input/output modalities, while also using all 10 locations. The study
consisted of a questionnaire, starting with an introduction of aim and scenario. In the following, there were two
parts: Part 1 showed 18 images (9 input and 9 output) of a passenger on the front seat using possible interaction
modalities in a concept vehicle (e.g., see Figure 4). Part 2 showed 20 images (10 input and 10 output) of a passenger
on the front seat interacting at possible interaction locations within a concept vehicle (e.g., see Figure 5). The full
versions of the study images are visible in the Appendix Figure 12, Figure 13, Figure 14, and Figure 15. For the
interaction locations in Part 2, we always showed gesture input, and for output, we used a display. However, this
was exemplary, and any other input or output modality from Part 1 may also be feasible. Part 1 was introduced
first to ensure that all concepts for input and output modalities were already known to the participants in Part 2.
The images per part were presented in randomized order for each participant, and after each part, participants
could provide open feedback. Finally, there was a demographic and a concluding questionnaire. On average, a
session lasted 17 min and participants were compensated with £2.
After each image in Part 1, a self-developed 7-point scale (1=strongly disagree to 7=strongly agree) was used

to assess the participants’ perceived usefulness of the interaction ("I consider the presented interaction to be
useful."), whether they could imagine real-world usage ("I would use the presented interaction in a real vehicle."),
and the anticipated comfort of use ("I would feel comfortable using the presented interaction."). For Part 2, three
adapted questions were shown after each image: "I consider the depicted interaction location to be useful.", "I
would use the depicted interaction location in a real vehicle.", and "I would feel comfortable using the depicted
interaction location.".

5.2 Results
Before the study, we computed the required sample size via a priori power analysis using G*Power [101]. To
achieve a power of 0.95 with 𝛼 = 0.05, 37 participants should result in a small effect size (0.15 [110]) in a within-
subjects ANOVA. Originally, 62 individuals were recruited via Prolific (a platform to find participants [282],
already used in automotive research, e.g., [70]), but 14 had to be excluded due to failed attention checks (e.g.,
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Fig. 4. Concept images used in the online study. Input modalities: a) gesture, b) touch, c) gaze, d) electrodermal, e) speech,
f) thermal, g) body odor, h) cerebral, and i) cardiac. Output modalities: j) shape changing, k) vibration, l) display, m) electro-
dermal, n) speech, o) thermal, p) scent, q) seat rotation, and r) gustatory.

Fig. 5. Concept images used in the online study. Nomadic interaction locations: a) AR, b) VR, c) handheld, and d) wearable.
Anchored interaction locations: e) seat, f) floor, g) door, h) table, i) rear, and j) ceiling.

"Check the fourth option."). We recruited US citizens only to avoid confounding variables such as driving laws (e.g.,
left and right traffic). Of the remaining 48 participants, 29 were male, 18 female, and one non-binary. Participants
were, on average, M=34.25 (SD=8.83, between 19 and 50) years old and, in total, 44 participants had a driver
license. R in version 4.1.2, RStudio in version 2021.09.0 and, for non-parametric data (checked via normality
distribution and homogeneity of variance assumption), the non-parametric ANOVA (NPAV) by Lüpsen [236] was
employed. All packages were up-to-date in January 2022.

5.2.1 Input and Output Modalities. Figure 6 shows the average ratings of the perceived usefulness of a modality.
The NPAV found a significant main effect of modality on perceived usefulness (𝐹 (10, 470) = 8.45, p<0.001). The
NPAV also found a significant interaction effect (IE) of interaction type (input/output) × modality on perceived
usefulness (𝐹 (6, 282) = 6.16, p<0.001). Figure 7 shows the average ratings of the anticipated real-world usage
of a modality. The NPAV found a significant main effect of modality on real-world usage (𝐹 (10, 470) = 9.03,
p<0.001). The NPAV additionally found a significant IE of interaction type × modality on real-world usage
(𝐹 (6, 282) = 4.25, p<0.001). Figure 8 shows the average ratings of the anticipated comfort of a modality. The
NPAV found a significant main effect of modality on anticipated comfort (𝐹 (10, 470) = 10.62, p<0.001). Besides,
the NPAV found a significant IE of interaction type ×modality on anticipated comfort (𝐹 (6, 282) = 6.25, p<0.001).
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Fig. 6. IE on perceived usefulness.
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Fig. 7. IE on real-world usage.
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Fig. 8. IE on anticipated comfort.

5.2.2 Interaction Locations. Figure 9 shows the average ratings of the perceived usefulness of a location. The NPAV
found a significant main effect of location on perceived usefulness (𝐹 (9, 423) = 4.45, p<0.001). Figure 10 shows the
average ratings of the perceived usefulness of a location. The NPAV found a significant main effect of location on
real-world usage (𝐹 (9, 423) = 3.69, p<0.001). Figure 11 shows the average ratings of the perceived usefulness of a
location. The NPAV found a significant main effect of location on anticipated comfort (𝐹 (9, 423) = 2.75, p=0.004).
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5.2.3 Open Feedback. Participants perceived the shown input and output modalities as interesting [P32] and
comfortable [P19, P24, P25]. However, they also noted that, e.g., some inputs were especially invasive [P5], and
the vehicle should not read minds [P11]. Besides, [P38] stated that except for speech output and vibration to
acknowledge choices, all modalities are dangerous regardless if the user is a driver or passenger. The shown
interaction locations were perceived as interesting [P7], attractive [P25], and comfortable [P19] (e.g., for travel
[P24]). Still, [P5] noted that some locations generally seemed not comfortable, and even dangerous to interact
with, in a moving vehicle. [P11] thought that looking down for information (e.g., floor) is stressful, and [P38]
would feel awkward using the majority of interaction locations in a car except leaning back and watching TV on
the ceiling.

6 DISCUSSION
In the following, we will discuss the results of the user study and our SLR and, based on these, outline future
research interests in the in-vehicle interaction domain.
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6.1 Opportunities for Future In-Vehicle Interaction
Our design space (see Section 4) revealed several underexplored opportunities for future in-vehicle interaction.
In this regard, insights from non-automotive HCI research may guide the creation of novel approaches.

Regarding input modalities, our design space revealed little to no utilization of thermal, olfactory, gustatory,
cerebral, or cardiac modalities. However, such implicit inputs might be helpful, e.g., for monitoring passengers,
adapting outputs, or refining explicit interactions. For example, the vehicle could measure the skin temperature
employing wearable sensors similar to [243, 389] or without requiring invasive on-body sensors using thermal
cameras [1], which might increase comfort and acceptance. Besides, the vehicle may leverage olfactory inputs
to distinguish passengers based on body odor [14] or restrict driving when alcohol breath is detected [318].
Gustatory input might also be possible by embedding an electronic tongue (e.g., see [217]) into the vehicle that is
capable of sensing flavors, e.g., picked up from the skin. In contrast to gustatory input, which seems impractical,
brain and heart activity is valuable in determining the passenger’s state and, in the case of brain input, can even be
used for active vehicle control [40]. However, there is more potential for using brain activity via brain-computer
interfaces, e.g., demonstrated by [18, 104].
Regarding output modalities, our design space revealed only a few approaches for vestibular, kinesthetic,

and thermal output and none for electrodermal, gustatory, cerebral, or cardiac. However, such output modalities
may be useful as they address a dimension of human perception that differs from visual, auditory, or tactile
stimuli, which other tasks might occupy (e.g., the driving task or an NDRT). Moreover, there is a great potential
for using them in multimodal interactions combined with visual, auditory, or tactile output. While only two
publications in our SLR considered vestibular output [352, 397], there are various techniques to stimulate the
vestibular sense, e.g., galvanic vestibular stimulation [103], force simulation [149], vestibular stimuli [71, 305], or
motion cues [303]. The vehicle can also apply such cues to provide kinesthetic output, e.g., via electric muscle
stimulation [287], exoskeletons and gloves [366], or a moving platform [410]. Electrodermal output can be
conveyed by electric stimuli [283], such as slight electric shocks [259] or electric arcs [342] to the skin. While
our SLR did not reveal approaches for gustatory output, there are HCI concepts that use, e.g., edible UIs [265],
pseudo-gustatory displays [266], or electrical tongue stimulation [297]. For this, the interior might be a suitable
environment as edible assets can be stored. Although we only found concepts that consider implicit brain and
heart activity, the vehicle could also actively stimulate the brain, e.g., using a brain implant or a defibrillator.
However, technology is not yet advanced enough to enable safe and practical usage of such stimuli. Therefore,
future research must investigate the usability and user acceptance of experimental output modalities.

In contrast to input modalities, the interaction location is often critical for output modalities since the usability
may depend on the location, e.g., as users need an unobstructed view on visual output or feel tactile output.
Our design space shows that publications mainly used the front as an output location, e.g., for displays [367] or
vibration [268], while other interior locations are considered rarely, e.g., table, door, rear, floor, or ceiling. However,
those locations may increase in relevance regarding the transition to automated driving and NDRTs [82, 288],
which should be comfortably available regardless of whether passengers are seated in front, rear, or swivel seats.
Therefore, we argue that automotive UI research should move away from a front-focused design for all input
and output modalities in automated driving towards considering the whole vehicle as an interaction space. Our
extended design space can thereby guide the ideation process for such research concepts.

6.2 User Acceptance of In-Vehicle Interaction Modalities and Locations
The study results (see Section 5.2) revealed differences between the acceptance of modalities, resembling findings
from related work. For example, visual output was perceived as more useful than visual input (gaze), which is
in line with Akkil et al. [10] who found that users perceive some gaze interactions as complex, strenuous, and
slow. This suggests that implicit visual inputs such as pupil diameter or blink rate should be employed primarily
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instead of straining explicit inputs (e.g., gaze). Similarly, participants would rather use auditory output (sound)
than auditory input (speech), which they might have perceived as impractical in some situations, e.g., surrounded
by others [24]. Hence, future in-vehicle UIs should provide alternative modalities for such situations. Besides,
tactile input via touch was generally more accepted than tactile output via vibration, which we mainly associate
with the unfamiliar vibration location on the center stack. This implies that acceptance of input/output modalities
depends on their characteristics, e.g., the involved human sensors/actuators, the required effort, mental demand,
or interior location. Therefore, future in-vehicle UIs may employ different modalities depending on the context
(e.g., touch for accurate selection instead of gaze or speech) or utilize multimodality to mitigate the drawbacks of
one modality (e.g., using gesture to improve touch [4], gaze, or speech input [2]). Modalities such as olfactory,
gustatory, or cerebral might be perceived as invasive, indicated by open feedback [P11, P38] and low usefulness
and comfort ratings. Hence, future vehicles should embed sensors unobtrusively (e.g., seat-embedded heart rate
detection [403]), and the sensed information should be made transparent to the respective users. Besides, safety
concerns may have influenced the ratings, as some participants perceived modalities [P38] and locations [P5] as
dangerous to use in a vehicle regardless of being driver or passenger. The users’ safety needs [80] require future
interaction design to overcome such concerns by providing safe interactions in any driving situation, which
might render modalities or locations unavailable (e.g., in manual or conditional automated driving).
Regarding nomadic locations, AR was generally more accepted than VR. We assume that participants were

concerned about VR motion sickness [248] and perceived the see-through AR as more useful for productivity,
which users might prefer over gaming, e.g., see [288]. Also, participants may have expected isolation using an
opaque VR HMD and worried about reduced fallback-readiness in a takeover (SAE 3 and 4). Therefore, in-vehicle
VR must not induce motion sickness (e.g., using visual motion cues [248]), provide applications other than
entertainment, and consider passenger safety and trust for any SAE level. Since handheld and wearable devices
are already usable in current vehicles (e.g., Android Auto [15] via smartphone or smartwatch) and have received
high usefulness, real-world usage, and comfort ratings, future interaction design should first focus on such
locations as acceptance already exists or can be quickly built. Besides, there is potential for modality combinations
in nomadic and anchored locations (e.g., using a smartphone while the seat is vibrating [286]), which might assist
in introducing unfamiliar anchored interaction locations. The high perceived usefulness of rear, table, and seat
indicates that users would accept interaction at locations other than the front. However, as the ratings were lower
for anticipated comfort and real-world usage, future design should aim to mitigate discomfort, e.g., by increasing
the size of a rear display, using a tiltable table, or ergonomic seat armrest displays. Other anchored locations, e.g.,
ceiling, door, and floor, were generally less accepted since the participants probably could not imagine any use
case, which requires future interaction design to elicit suitable applications to gain user acceptance.

6.3 Future Research Interests on In-Vehicle Interaction
Emerging from the opportunities unveiled in our design space and further pointed out by the user study,
achieving user acceptance of novel in-vehicle interaction concepts faces several challenges. We derived the
following research interests that can guide practitioners to overcome these.

6.3.1 Technological Adavancement. While novel modalities such as electrodermal, olfactory, gustatory, cerebral,
and cardiac are interesting from a research perspective, technical challenges may hinder or even prevent their
successful introduction in future vehicles. For instance, technologies in early development stages, e.g., for
cerebral, cardiac, or electrodermal modalities, may provide unreliable recognition of input [11] and limited
actuation of output, thereby negatively impacting usability. Besides, experimental modalities such as olfactory
input and gustatory input/output may be challenging to implement or impractical to operate in vehicles. For
example, technologies for an artificial tongue [217] or nose [220] exist but have not yet been transferred to
a vehicle context. Moreover, it is unclear whether all found modalities in this work can coexist in a vehicle.
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We assume that manufacturers will use subsets of the presented possible vehicle sensors and actuators to suit
different use cases. The integration of multiple sensors enables the detection of erroneous data from one input
modality using another [261]. Likewise, the vehicle can leverage different output modalities best suited to specific
situations, e.g., seat vibration for subtle messages or loud sounds alerting the driver. Furthermore, such cross-
modal input/output usage can provide redundancy in interactions, increasing the reliability, especially when one
vehicle sensor/actuator is unavailable [100]. A safe and fast prototyping testbed for novel in-vehicle interactions
are (open-source) VR driving simulators, such as [307] or [334]. Besides, low-cost vehicle motion simulators
(e.g., [71]) enable the testing of motion impacts on novel interactions without the need for an actual vehicle.

6.3.2 Social Acceptance. Due to our SLR’s scope including passengers other than the driver, e.g., in the rear
seat, there are social challenges, which persist for AVs, as they will be most likely used in social settings, such as
leisure trips with friends and family [396]. In this regard, the feasibility of in-vehicle modalities and locations
may depend on the social context, i.e., sharing the vehicle with friends or strangers. For instance, users are less
sensitive to the presence of strangers when on a commute trip compared to a leisure-activity trip [215], and they
would feel more confident to privately use gesture [63] or speech input [24]. Likewise, in a social setting (e.g.,
car-sharing), we argue that users might prefer more subtle interactions via physiological input modalities, such
as electrodermal, cerebral, cardiac, or thermal. Besides, the output should be adapted to the social setting, e.g.,
an output modality (private audio message) might be intended for a specific passenger [184], which excludes
modalities (sound or displays) visible for everyone. In this regard, the interaction location may be decisive. We
assume that using a touchscreen at the center table would be preferred when riding with friends than with
strangers, or interacting with the rear location as a front-seat passenger might disturb rear-seat passengers.
Furthermore, there might be different "acceptance personalities" [80] also visible in the open feedback where
some participants had a more negative attitude towards interaction modalities or locations (e.g., [P5, P38]). Hence,
future in-vehicle interaction research should also investigate the social component of user acceptance.

6.3.3 Explicit and Implicit In-Vehicle Interaction. Implicit in-vehicle interaction enables passengers to produce
input subconsciously [336] or perceive output from the vehicle implicitly embedded in output modalities. Our SLR
revealed various modalities feasible for implicit interactions, such as electrodermal, thermal, cerebral, and cardiac.
Other examples include driver fatigue detection [55], emotion recognition [412], or body pose estimation [246].
The advantages of implicit interactions are manifold. For instance, the vehicle can tailor in-time airbag deployment,
steering, brake, and crash avoidance if the passengers’ body positions are estimated [261, 263]. AVs can detect
driver attention in the driving task via implicit cues (e.g., emotion) to determine if a takeover can be achieved
safely [412]. Furthermore, the introduction of novel interaction locations, e.g., seat, door, or table, fosters new
options for implicit interaction that utilize physiological vehicle sensors embedded in the seat [403] or door
handle [143]. Besides, we found that modalities mainly used in explicit interactions, such as visual or auditory,
are potentially usable in implicit interaction. For example, the vehicle can use auditory output via adaptive music
to subliminal affect the passengers [54] or alter the color of visual UIs to increase driving performance [133].
In contrast to implicit interaction, passengers can explicitly interact with the vehicle, e.g., in conversations
and performing tasks. Examples include voice commands [363], gestures [247], touch [191], and display-based
modalities [50]. At times, implicit input can also assist while interacting explicitly, e.g., by guiding the interaction
to the most appropriate modality (visual, auditory, or haptic) if the driver’s intentions are recognized [261]. Such
a combination of implicit and explicit interactions may be promising for future in-vehicle interaction design, e.g.,
regarding multimodal interactions.

6.3.4 Perspectives on Multimodal In-Vehicle Interaction. Our combination matrix for multimodal interaction
(see Table 3) revealed research potential for thermal, electrodermal, and cerebral modalities, e.g., in combination
with well-established input modalities, such as visual, auditory, and kinesthetic. Besides, we found little research
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regarding multimodal output that considers vestibular or electrodermal output. However, not every modality
combination may be feasible, as one modality requires too much mental or physical workload to effectively
use the other (e.g., using two explicit input modalities, gesture × touch). In this regard, combining an explicit
modality such as touch, gesture, or speech with an implicit modality, e.g., EDA, might overcome this challenge.
Still, the location of each modality decisively influences the usability of such multimodal interaction. For instance,
sensing the passengers’ EDA requires direct skin contact that might not be guaranteed when they lift (both) arms
to perform a gesture. Possible solutions may utilize fallback vehicle sensor locations, e.g., a nomadic wearable
sensor (smartwatch), to compensate for an unavailable anchored sensor in the seat armrest. Therefore, we
propose a new perspective on multimodal in-vehicle interaction that includes the location to specify the design
of possible multimodal interactions, e.g., kinesthetic input at center stack × electrodermal input at seat or visual
output at door × visual output at HMD.

6.3.5 Explainable In-Vehicle Artificial Intelligence. Vehicles can leverage artificial intelligence (AI) to enable
adaptive or proactive implicit, explicit, and multimodal interactions. In our SLR, we found AI-based approaches,
for example, in conversational speech systems [180, 229]. Besides, using physiological input modalities, such as
electrodermal, cerebral, or cardiac activity, mostly requires AI to synthesize the data and make correct inferences
to provide a suitable output to passengers. However, to achieve user acceptance, passengers should presumably
understand the decision-making of AI, especially in case of wrong decisions or faulty output. Similarly, driving
automation systems require adaptive UIs to foster trust and understanding [398]. Therefore, future in-vehicle
interaction research should consider explainable AI-based implicit and multimodal interactions that may further
support the successful introduction of novel modalities (e.g., thermal, cerebral, or cardiac). Solutions may include
interfaces that explain the current AI decision or monitoring systems that automatically detect unreasonable
outputs and provide explanations (e.g., see [119]).

6.4 Limitations and Future Work
We limited the SLR database search to query only abstracts in a set of selected venues to keep the SLR focused
and the resulting set of publications manageable, which had potentially excluded relevant research. However, we
assume that our results sufficiently cover the domain of in-vehicle interaction to answer our RQs.
Our user study’s presentation of self-made images might have influenced participants’ understanding of the

shown interactions. However, we deem this negligible as we intended to gain meta-level insights on the topic
and limit the study complexity. Still, future work should evaluate possible interaction modalities and locations
using video or interactive simulations, e.g., VR or a real-world setting. Besides, in the study, we only showed one
example for a modality category for internal consistency (see Figure 4). However, there might be examples of
the same modality category, which may be more accepted. Therefore, future work may present more than one
example per modality, e.g., tactile output via vibration, ultrasound, and cutaneous push. Similarly, the perceived
usefulness, usability, and comfort of input at different interaction locations may be influenced by showing
only the gesture input modality. Hence, future work should evaluate different modalities for each location to
elicit strengths and weaknesses adequately to determine the feasibility of input and output modalities. Another
limitation is that the study results refer to US residents only. However, there might be a regional bias, and the
user acceptance of information technology may depend on culture (e.g., see [28]). Especially in the EU region,
we could imagine more pessimistic results. In the future, surveys should target additional regions and compare
cultural differences.

Our design space asks for usage as an ideation tool. Therefore, future work should consider the unaccounted
aspects in this design space primarily. The presented research interests can further guide this process.
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7 CONCLUSION
This work presents a comprehensive overview of existing literature on in-vehicle interaction regarding SAE
levels 0-5 by performing an SLR on 327 publications selected from 2534 candidates. We found that existing
literature mainly covers established input and output modalities, such as visual, auditory, kinesthetic, tactile,
and vehicle interior locations, such as the front. However, little research was related to other modalities and
interior locations. Our SLR revealed multimodal interaction as a relevant topic for future in-vehicle interactions.
Therefore, we created a combination matrix for multimodal interaction, enabling practitioners to retrieve existing
approaches and elicit novel modality combinations systematically. To classify the existing literature and outline
research gaps and future approaches, we presented a design space for in-vehicle interaction with dimensions
location and modality. Our design space extends previous design spaces [80, 177] to update in-vehicle interaction
research, considering a more extensive set of possible human sensors and actuators and novel interaction locations
throughout the vehicle interior. To gain initial insights on the user acceptance of possible concepts for input
and output modalities and interaction locations, we conducted an image-based online study (N=48). The shown
concepts were deduced from the gaps unveiled in our design space and existing literature. The results revealed
general user acceptance of novel input and output modalities and locations while also showing differences between
modalities and locations, encouraging future work to consider a modality’s characteristics and interior location
to achieve high usability. We argue that the SLR results, the combination matrix of multimodal interactions, the
design space, and insights from our user study advise future work to evaluate key design decisions, exploit trends,
and explore new areas in the domain of in-vehicle interaction.

ACKNOWLEDGMENTS
The authors thank all study participants. This workwas supported by the project ’SEMULIN’ (selbstunterstützende,
multimodale Interaktion) funded by the Federal Ministry for Economic Affairs and Energy (BMWi).

REFERENCES
[1] Yomna Abdelrahman, Eduardo Velloso, Tilman Dingler, Albrecht Schmidt, and Frank Vetere. 2017. Cognitive Heat: Exploring the Usage

of Thermal Imaging to Unobtrusively Estimate Cognitive Load. Proc. ACM Interact. Mob. Wearable Ubiquitous Technol. 1, 3, Article 33
(Sept. 2017), 20 pages. https://doi.org/10.1145/3130898

[2] Abdul Rafey Aftab. 2019. Multimodal Driver Interaction with Gesture, Gaze and Speech. In 2019 International Conference on Multimodal
Interaction (ICMI ’19). Association for Computing Machinery, New York, NY, USA, 487–492. https://doi.org/10.1145/3340555.3356093

[3] Abdul Rafey Aftab, Michael von der Beeck, and Michael Feld. 2020. You Have a Point There: Object Selection Inside an Automobile
Using Gaze, Head Pose and Finger Pointing. In Proceedings of the 2020 International Conference on Multimodal Interaction (ICMI ’20).
Association for Computing Machinery, New York, NY, USA, 595–603. https://doi.org/10.1145/3382507.3418836

[4] Bashar I. Ahmad, Simon J. Godsill, Patrick M. Langdon, and Lee Skrypchuk. 2018. Predictive Touch: A Novel HMI Technology for
Intelligent Displays in Automotive. In You Have a Point There Object Selection Inside an (AutomotiveUI ’18). Association for Computing
Machinery, New York, NY, USA, 259–260. https://doi.org/10.1145/3239092.3267103

[5] Bashar I. Ahmad, Chrisminder Hare, Harpreet Singh, Arber Shabani, Briana Lindsay, Lee Skrypchuk, Patrick Langdon, and Simon
Godsill. 2018. Selection Facilitation Schemes for Predictive Touch withMid-Air Pointing Gestures in Automotive Displays. In Proceedings
of the 10th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’18). Association
for Computing Machinery, New York, NY, USA, 21–32. https://doi.org/10.1145/3239060.3239067

[6] Bashar I. Ahmad, Patrick M. Langdon, Simon J. Godsill, Richard Donkor, Rebecca Wilde, and Lee Skrypchuk. 2016. You Do Not Have to
Touch to Select: A Study on Predictive In-Car Touchscreen with Mid-Air Selection. In Proceedings of the 8th International Conference on
Automotive User Interfaces and Interactive Vehicular Applications (Automotive’UI 16). Association for Computing Machinery, New York,
NY, USA, 113–120. https://doi.org/10.1145/3003715.3005461

[7] Bashar I. Ahmad, Patrick M. Langdon, Simon J. Godsill, Robert Hardy, Eduardo Dias, and Lee Skrypchuk. 2014. Interactive Displays in
Vehicles: Improving Usability with a Pointing Gesture Tracker and Bayesian Intent Predictors. In Proceedings of the 6th International
Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’14). Association for ComputingMachinery,
New York, NY, USA, 1–8. https://doi.org/10.1145/2667317.2667413

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1145/3130898
https://doi.org/10.1145/3340555.3356093
https://doi.org/10.1145/3382507.3418836
https://doi.org/10.1145/3239092.3267103
https://doi.org/10.1145/3239060.3239067
https://doi.org/10.1145/3003715.3005461
https://doi.org/10.1145/2667317.2667413


56:24 • Jansen et al.

[8] Motoyuki Akamatsu, Paul Green, and Klaus Bengler. 2013. Automotive technology and human factors research: Past, present, and
future. International journal of vehicular technology 2013 (2013), 1–28.

[9] Kumar Akash, Neera Jain, and Teruhisa Misu. 2020. Toward Adaptive Trust Calibration for Level 2 Driving Automation. In Effects
of Semantic Segmentation Visualization on (ICMI ’20). Association for Computing Machinery, New York, NY, USA, 538–547. https:
//doi.org/10.1145/3382507.3418885

[10] Deepak Akkil, Andrés Lucero, Jari Kangas, Tero Jokela, Marja Salmimaa, and Roope Raisamo. 2016. User Expectations of Everyday Gaze
Interaction on Smartglasses. In Proceedings of the 9th Nordic Conference on Human-Computer Interaction (Gothenburg, Sweden) (NordiCHI
’16). Association for Computing Machinery, New York, NY, USA, Article 24, 10 pages. https://doi.org/10.1145/2971485.2971496

[11] Miquel Alfaras, William Primett, Muhammad Umair, Charles Windlin, Pavel Karpashevich, Niaz Chalabianloo, Dionne Bowie, Corina
Sas, Pedro Sanches, Kristina Höök, et al. 2020. Biosensing and actuation—Platforms coupling body input-output modalities for affective
technologies. Sensors 20, 21 (2020), 5968.

[12] Ignacio Alvarez, Hanan Alnizami, Jerone Dunbar, France Jackson, and Juan E. Gilbert. 2015. Help on the road: Effects of vehicle
manual consultation in driving performance across modalities. International Journal of Human-Computer Studies 73 (Jan. 2015), 19–29.
https://doi.org/10.1016/j.ijhcs.2014.07.001

[13] Pierluigi Vito Amadori, Tobias Fischer, Ruohan Wang, and Yiannis Demiris. 2020. Decision Anticipation for Driving Assistance Systems.
In Takeover and Handover Requests Using Non-Speech Au. IEEE, Rhodes, Greece, 1–7. https://doi.org/10.1109/ITSC45102.2020.9294216

[14] Judith Amores Fernandez. 2020. Olfactory interfaces : toward implicit human-computer interaction across the consciousness continuum.
Thesis. Massachusetts Institute of Technology. https://dspace.mit.edu/handle/1721.1/129318 Accepted: 2021-01-06T20:18:28Z Journal
Abbreviation: Toward implicit human-computer interaction across the consciousness continuum.

[15] Google LLC | Android. 2021. Android Auto. https://www.android.com/auto/. [Online; accessed: 24-August-2021].
[16] Leonardo Angelini, Francesco Carrino, Stefano Carrino, Maurizio Caon, Omar Abou Khaled, Jürgen Baumgartner, Andreas Sonderegger,

Denis Lalanne, and Elena Mugellini. 2014. Gesturing on the Steering Wheel: A User-Elicited Taxonomy. In Proceedings of the 6th
International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’14). Association for
Computing Machinery, New York, NY, USA, 1–8. https://doi.org/10.1145/2667317.2667414

[17] Leonardo Angelini, Francesco Carrino, Stefano Carrino, Maurizio Caon, Denis Lalanne, Omar Abou Khaled, and Elena Mugellini. 2013.
Opportunistic Synergy: A Classifier Fusion Engine for Micro-Gesture Recognition. In Proceedings of the 5th International Conference on
Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’13). Association for Computing Machinery, New York,
NY, USA, 30–37. https://doi.org/10.1145/2516540.2516563

[18] HS Anupama, NK Cauvery, and GM Lingaraju. 2012. Brain computer interface and its types - a study. International Journal of Advances
in Engineering & Technology 3, 2 (2012), 739.

[19] Ilhan Aslan, Alina Krischkowsky, Alexander Meschtscherjakov, Martin Wuchse, and Manfred Tscheligi. 2015. A Leap for Touch:
Proximity Sensitive Touch Targets in Cars. In Proceedings of the 7th International Conference on Automotive User Interfaces and
Interactive Vehicular Applications (AutomotiveUI ’15). Association for Computing Machinery, New York, NY, USA, 39–46. https:
//doi.org/10.1145/2799250.2799273

[20] Association for Computing Machinery. 2021. ACM Digital Library. ACM. https://dl.acm.org/ (Accessed on 08/23/2021).
[21] Armando Astudillo, Francisco Miguel Moreno, Ahmed Hussein, and Fernando García. 2017. Cost-efficient brainwave controller for

automated vehicles route decisions. In 2017 IEEE 20th International Conference on Intelligent Transportation Systems (ITSC). IEEE,
Yokohama, Japan, 51–56. https://doi.org/10.1109/ITSC.2017.8317949

[22] Jackie Ayoub, Feng Zhou, Shan Bao, and X. Jessie Yang. 2019. From Manual Driving to Automated Driving: A Review of 10 Years of
AutoUI. In Proceedings of the 11th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (Utrecht,
Netherlands) (AutomotiveUI ’19). Association for Computing Machinery, New York, NY, USA, 70–90. https://doi.org/10.1145/3342197.
3344529

[23] Areej Babiker, Ibrahima Faye, and Aamir Malik. 2013. Pupillary behavior in positive and negative emotions. In 2013 IEEE International
Conference on Signal and Image Processing Applications. IEEE, Melaka, Malaysia, 379–383. https://doi.org/10.1109/ICSIPA.2013.6708037

[24] Monique Faye Baier and Michael Burmester. 2019. Not Just About the User: Acceptance of Speech Interaction in Public Spaces. In
Proceedings of Mensch Und Computer 2019 (Hamburg, Germany) (MuC’19). Association for Computing Machinery, New York, NY, USA,
349–359. https://doi.org/10.1145/3340764.3340801

[25] Muhammad Zeeshan Baig and Manolya Kavakli. 2019. A survey on psycho-physiological analysis & measurement methods in
multimodal systems. Multimodal Technologies and Interaction 3, 2 (2019), 37.

[26] Carryl L. Baldwin and Jennifer F. May. 2011. Loudness interacts with semantics in auditory warnings to impact rear-end collisions.
Transportation Research Part F: Traffic Psychology and Behaviour 14, 1 (Jan. 2011), 36–42. https://doi.org/10.1016/j.trf.2010.09.004

[27] Rafael Ballagas, Sarthak Ghosh, and James Landay. 2018. The Design Space of 3D Printable Interactivity. Proc. ACM Interact. Mob.
Wearable Ubiquitous Technol. 2, 2, Article 61 (July 2018), 21 pages. https://doi.org/10.1145/3214264

[28] Kakoli Bandyopadhyay and Katherine A Fraccastoro. 2007. The effect of culture on user acceptance of information technology.
Communications of the association for information systems 19, 1 (2007), 23.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1145/3382507.3418885
https://doi.org/10.1145/3382507.3418885
https://doi.org/10.1145/2971485.2971496
https://doi.org/10.1016/j.ijhcs.2014.07.001
https://doi.org/10.1109/ITSC45102.2020.9294216
https://dspace.mit.edu/handle/1721.1/129318
https://www.android.com/auto/
https://doi.org/10.1145/2667317.2667414
https://doi.org/10.1145/2516540.2516563
https://doi.org/10.1145/2799250.2799273
https://doi.org/10.1145/2799250.2799273
https://dl.acm.org/
https://doi.org/10.1109/ITSC.2017.8317949
https://doi.org/10.1145/3342197.3344529
https://doi.org/10.1145/3342197.3344529
https://doi.org/10.1109/ICSIPA.2013.6708037
https://doi.org/10.1145/3340764.3340801
https://doi.org/10.1016/j.trf.2010.09.004
https://doi.org/10.1145/3214264


A Design Space for Human Sensor and Actuator Focused In-Vehicle Interaction Based on a Systematic Literature Review • 56:25

[29] Javier A. Bargas-Avila and Kasper Hornbæk. 2011. Old Wine in New Bottles or Novel Challenges: A Critical Analysis of Empirical
Studies of User Experience. In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems (Vancouver, BC, Canada)
(CHI ’11). Association for Computing Machinery, New York, NY, USA, 2689–2698. https://doi.org/10.1145/1978942.1979336

[30] Karlin Bark, Cuong Tran, Kikuo Fujimura, and Victor Ng-Thow-Hing. 2014. Personal Navi: Benefits of an Augmented Reality
Navigational Aid Using a See-Thru 3D Volumetric HUD. In Looking ahead Anticipatory interfaces for driver- (AutomotiveUI ’14).
Association for Computing Machinery, New York, NY, USA, 1–8. https://doi.org/10.1145/2667317.2667329

[31] Donghyun Beck and Woojin Park. 2018. Perceived Importance of Automotive HUD Information Items: a Study With Experienced HUD
Users. IEEE Access 6 (2018), 21901–21909. https://doi.org/10.1109/ACCESS.2018.2828615

[32] Simone Benedetto, Marco Pedrotti, Luca Minin, Thierry Baccino, Alessandra Re, and Roberto Montanari. 2011. Driver workload and
eye blink duration. Transportation Research Part F: Traffic Psychology and Behaviour 14, 3 (May 2011), 199–208. https://doi.org/10.1016/
j.trf.2010.12.001

[33] David Benyon. 2014. Designing interactive systems: A comprehensive guide to HCI, UX and interaction design. Pearson, Edinburgh,
Scotland.

[34] Melanie Berger, Regina Bernhaupt, and Bastian Pfleging. 2019. A Tactile Interaction Concept for In-Car Passenger Infotainment Systems.
In Proceedings of the 11th International Conference on Automotive User Interfaces and Interactive Vehicular Applications: Adjunct Proceedings
(AutomotiveUI ’19). Association for Computing Machinery, New York, NY, USA, 109–114. https://doi.org/10.1145/3349263.3351914

[35] Melanie Berger, Aditya Dandekar, Regina Bernhaupt, and Bastian Pfleging. 2021. An AR-Enabled Interactive Car Door to Extend
In-Car Infotainment Systems for Rear Seat Passengers. In The utility of psychological measures in evaluatin. Association for Computing
Machinery, New York, NY, USA. https://doi.org/10.1145/3411763.3451589

[36] Jiwan Bhandari, Sam Tregillus, and Eelke Folmer. 2017. Legomotion: scalable walking-based virtual locomotion. In Proceedings of the
23rd ACM Symposium on Virtual Reality Software and Technology (VRST ’17). Association for Computing Machinery, New York, NY,
USA, 1–8. https://doi.org/10.1145/3139131.3139133

[37] Akshay Bhardwaj, Amir H. Ghasemi, Yingshi Zheng, Huckleberry Febbo, Paramsothy Jayakumar, Tulga Ersal, Jeffrey L. Stein, and
R. Brent Gillespie. 2020. Who’s the boss? Arbitrating control authority between a human driver and automation system. Transportation
Research Part F: Traffic Psychology and Behaviour 68 (Jan. 2020), 144–160. https://doi.org/10.1016/j.trf.2019.12.005

[38] Luzheng Bi, Xin-an Fan, Ke Jie, Teng Teng, Hongsheng Ding, and Yili Liu. 2014. Using a Head-up Display-Based Steady-State Visually
Evoked Potential Brain–Computer Interface to Control a Simulated Vehicle. IEEE Transactions on Intelligent Transportation Systems 15,
3 (June 2014), 959–966. https://doi.org/10.1109/TITS.2013.2291402

[39] Luzheng Bi, Xin-An Fan, Nini Luo, Ke Jie, Yun Li, and Yili Liu. 2013. A Head-Up Display-Based P300 Brain–Computer Interface for
Destination Selection. IEEE Transactions on Intelligent Transportation Systems 14, 4 (Dec. 2013), 1996–2001. https://doi.org/10.1109/
TITS.2013.2266135

[40] Luzheng Bi, Huikang Wang, Teng Teng, and Cuntai Guan. 2018. A novel method of emergency situation detection for a brain-controlled
vehicle by combining EEG signals with surrounding information. IEEE Transactions on Neural Systems and Rehabilitation Engineering
26, 10 (2018), 1926–1934.

[41] Meera M Blattner and Ephraim P Glinert. 1996. Multimodal integration. IEEE multimedia 3, 4 (1996), 14–24.
[42] Guido Borghi, Riccardo Gasparini, Roberto Vezzani, and Rita Cucchiara. 2017. Embedded recurrent network for head pose estimation

in car. In Real-time hand posture and gesture-based touchless. IEEE, Los Angeles, CA, USA, 1503–1508. https://doi.org/10.1109/IVS.2017.
7995922

[43] Shadan Sadeghian Borojeni, Lewis Chuang, Wilko Heuten, and Susanne Boll. 2016. Assisting Drivers with Ambient Take-Over Requests
in Highly Automated Driving. In Proceedings of the 8th International Conference on Automotive User Interfaces and Interactive Vehicular
Applications (Automotive’UI 16). Association for Computing Machinery, New York, NY, USA, 237–244. https://doi.org/10.1145/3003715.
3005409

[44] Shadan Sadeghian Borojeni, Lars Weber, Wilko Heuten, and Susanne Boll. 2018. From Reading to Driving: Priming Mobile Users
for Take-over Situations in Highly Automated Driving. In Proceedings of the 20th International Conference on Human-Computer
Interaction with Mobile Devices and Services (MobileHCI ’18). Association for Computing Machinery, New York, NY, USA, 1–12.
https://doi.org/10.1145/3229434.3229464

[45] Michael Braun, Jingyi Li, Florian Weber, Bastian Pfleging, Andreas Butz, and Florian Alt. 2020. What If Your Car Would Care? Exploring
Use Cases For Affective Automotive User Interfaces. In 22nd International Conference on Human-Computer Interaction with Mobile Devices
and Services (MobileHCI ’20). Association for Computing Machinery, New York, NY, USA, 1–12. https://doi.org/10.1145/3379503.3403530

[46] Michael Braun, Anja Mainz, Ronee Chadowitz, Bastian Pfleging, and Florian Alt. 2019. At Your Service: Designing Voice Assistant
Personalities to Improve Automotive User Interfaces. In Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems.
Association for Computing Machinery, New York, NY, USA, 1–11. https://doi.org/10.1145/3290605.3300270

[47] S. A. Brewster and L. M. Brown. 2004. Tactons: structured tactile messages for non-visual information display. http://crpit.com/Vol28.
html Conference Name: Australasian User Interface Conference 2004 ISSN: 1445-1336 Meeting Name: Australasian User Interface
Conference 2004 Pages: 15-23 Place: Dunedin, New Zealand Publisher: Australian Computer Society Volume: 28.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1145/1978942.1979336
https://doi.org/10.1145/2667317.2667329
https://doi.org/10.1109/ACCESS.2018.2828615
https://doi.org/10.1016/j.trf.2010.12.001
https://doi.org/10.1016/j.trf.2010.12.001
https://doi.org/10.1145/3349263.3351914
https://doi.org/10.1145/3411763.3451589
https://doi.org/10.1145/3139131.3139133
https://doi.org/10.1016/j.trf.2019.12.005
https://doi.org/10.1109/TITS.2013.2291402
https://doi.org/10.1109/TITS.2013.2266135
https://doi.org/10.1109/TITS.2013.2266135
https://doi.org/10.1109/IVS.2017.7995922
https://doi.org/10.1109/IVS.2017.7995922
https://doi.org/10.1145/3003715.3005409
https://doi.org/10.1145/3003715.3005409
https://doi.org/10.1145/3229434.3229464
https://doi.org/10.1145/3379503.3403530
https://doi.org/10.1145/3290605.3300270
http://crpit.com/Vol28.html
http://crpit.com/Vol28.html


56:26 • Jansen et al.

[48] Eddie Brown, David R. Large, Hannah Limerick, and Gary Burnett. 2020. Ultrahapticons: “Haptifying” Drivers’ Mental Models
to Transform Automotive Mid-Air Haptic Gesture Infotainment Interfaces. In 12th International Conference on Automotive User
Interfaces and Interactive Vehicular Applications (AutomotiveUI ’20). Association for Computing Machinery, New York, NY, USA, 54–57.
https://doi.org/10.1145/3409251.3411722

[49] Nora Broy, Florian Alt, Stefan Schneegass, and Bastian Pfleging. 2014. 3D Displays in Cars: Exploring the User Performance for
a Stereoscopic Instrument Cluster. In Proceedings of the 6th International Conference on Automotive User Interfaces and Interactive
Vehicular Applications (AutomotiveUI ’14). Association for Computing Machinery, New York, NY, USA, 1–9. https://doi.org/10.1145/
2667317.2667319

[50] Nora Broy, Stefan Schneegass, Mengbing Guo, Florian Alt, and Albrecht Schmidt. 2015. Evaluating Stereoscopic 3D for Automotive
User Interfaces in a Real-World Driving Study. In Proceedings of the 33rd Annual ACM Conference Extended Abstracts on Human Factors
in Computing Systems (CHI EA ’15). Association for Computing Machinery, New York, NY, USA, 1717–1722. https://doi.org/10.1145/
2702613.2732902

[51] Nora Broy, Benedikt J. Zierer, Stefan Schneegass, and Florian Alt. 2014. Exploring Virtual Depth for Automotive Instrument Cluster
Concepts. In CHI ’14 Extended Abstracts on Human Factors in Computing Systems (CHI EA ’14). Association for Computing Machinery,
New York, NY, USA, 1783–1788. https://doi.org/10.1145/2559206.2581362

[52] Duncan Brumby and Vahab Seyedi. 2012. An Empirical Investigation into How Users Adapt to Mobile Phone Auto-Locks in a Multitask
Setting. In Proceedings of the 14th International Conference on Human-Computer Interaction with Mobile Devices and Services (MobileHCI
’12). Association for Computing Machinery, New York, NY, USA, 281–290. https://doi.org/10.1145/2371574.2371616

[53] Gary Burnett. 2008. Designing and evaluating in-car user-interfaces. In Handbook of Research on User Interface Design and Evaluation
for Mobile Technology. IGI Global, Hershey, Pennsylvania, USA, 218–236.

[54] Gary Burnett, Adrian Hazzard, Elizabeth Crundall, and David Crundall. 2017. Altering Speed Perception through the Subliminal
Adaptation of Music within a Vehicle. In Proceedings of the 9th International Conference on Automotive User Interfaces and Interactive
Vehicular Applications (AutomotiveUI ’17). Association for Computing Machinery, New York, NY, USA, 164–172. https://doi.org/10.
1145/3122986.3122990

[55] Aurelie Campagne, Thierry Pebayle, and Alain Muzet. 2004. Correlation between driving errors and vigilance level: influence of the
driver’s age. Physiology & behavior 80, 4 (2004), 515–524.

[56] Marine Capallera, Peïo Barbé-Labarthe, Leonardo Angelini, Omar Abou Khaled, and Elena Mugellini. 2019. Convey Situation Awareness
in Conditionally Automated Driving with a Haptic Seat. In Proceedings of the 11th International Conference on Automotive User Interfaces
and Interactive Vehicular Applications: Adjunct Proceedings (AutomotiveUI ’19). Association for Computing Machinery, New York, NY,
USA, 161–165. https://doi.org/10.1145/3349263.3351309

[57] Marine Capallera, Emmanuel de Salis, Quentin Meteier, Leonardo Angelini, Stefano Carrino, Omar Abou Khaled, and Elena Mugellini.
2019. Secondary Task and Situation Awareness, a Mobile Application for Conditionally Automated Vehicles. In Proceedings of the 11th
International Conference on Automotive User Interfaces and Interactive Vehicular Applications: Adjunct Proceedings (AutomotiveUI ’19).
Association for Computing Machinery, New York, NY, USA, 86–92. https://doi.org/10.1145/3349263.3351500

[58] Chun-Cheng Chang, Linda Ng Boyle, John D. Lee, and James Jenness. 2017. Using tactile detection response tasks to assess in-
vehicle voice control interactions. Transportation Research Part F: Traffic Psychology and Behaviour 51 (Nov. 2017), 38–46. https:
//doi.org/10.1016/j.trf.2017.06.008

[59] Chun-Cheng Chang, Jaka Sodnik, and Linda Ng Boyle. 2016. Don’t Speak and Drive: Cognitive Workload of In-Vehicle Speech
Interactions. InAdjunct Proceedings of the 8th International Conference on Automotive User Interfaces and Interactive Vehicular Applications
(AutomotiveUI ’16 Adjunct). Association for ComputingMachinery, NewYork, NY, USA, 99–104. https://doi.org/10.1145/3004323.3004351

[60] Kuan-Ting Chen and Huei-Yen Winnie Chen. 2021. Manipulating music to communicate automation reliability in conditionally
automated driving: A driving simulator study. International Journal of Human-Computer Studies 145 (Jan. 2021), 102518. https:
//doi.org/10.1016/j.ijhcs.2020.102518

[61] Lawrence Shao-hsien Chen. 2000. Joint processing of audio-visual information for the recognition of emotional expressions in human-
computer interaction. Technical Report. University of Illinois Urbana-Champaign.

[62] Siyuan Chen and Julien Epps. 2014. Using Task-Induced Pupil Diameter and Blink Rate to Infer Cognitive Load. Hu-
man–Computer Interaction 29, 4 (July 2014), 390–413. https://doi.org/10.1080/07370024.2014.892428 Publisher: Taylor & Francis _eprint:
https://doi.org/10.1080/07370024.2014.892428.

[63] Luca Chittaro. 2010. Distinctive aspects of mobile interaction and their implications for the design of multimodal interfaces. Journal on
Multimodal User Interfaces 3, 3 (2010), 157–165.

[64] Suzi Choi, Youngjun Kim, Eun Han, Jooyoung Son, and Jundong Cho. 2018. Designing Conversational Voice User Interface for
Improving Intimacy of Shared Invehicle. In Proceedings of the 2018 ACM International Joint Conference and 2018 International Symposium
on Pervasive and Ubiquitous Computing and Wearable Computers (UbiComp ’18). Association for Computing Machinery, New York, NY,
USA, 33–37. https://doi.org/10.1145/3267305.3267638

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1145/3409251.3411722
https://doi.org/10.1145/2667317.2667319
https://doi.org/10.1145/2667317.2667319
https://doi.org/10.1145/2702613.2732902
https://doi.org/10.1145/2702613.2732902
https://doi.org/10.1145/2559206.2581362
https://doi.org/10.1145/2371574.2371616
https://doi.org/10.1145/3122986.3122990
https://doi.org/10.1145/3122986.3122990
https://doi.org/10.1145/3349263.3351309
https://doi.org/10.1145/3349263.3351500
https://doi.org/10.1016/j.trf.2017.06.008
https://doi.org/10.1016/j.trf.2017.06.008
https://doi.org/10.1145/3004323.3004351
https://doi.org/10.1016/j.ijhcs.2020.102518
https://doi.org/10.1016/j.ijhcs.2020.102518
https://doi.org/10.1080/07370024.2014.892428
https://doi.org/10.1145/3267305.3267638


A Design Space for Human Sensor and Actuator Focused In-Vehicle Interaction Based on a Systematic Literature Review • 56:27

[65] Jediah R. Clark, Neville A. Stanton, and Kirsten M. A. Revell. 2019. Directability, eye-gaze, and the usage of visual displays during
an automated vehicle handover task. Transportation Research Part F: Traffic Psychology and Behaviour 67 (Nov. 2019), 29–42. https:
//doi.org/10.1016/j.trf.2019.10.005

[66] Andy Cockburn, Dion Woolley, Kien Tran Pham Thai, Don Clucas, Simon Hoermann, and Carl Gutwin. 2018. Reducing the Attentional
Demands of In-Vehicle Touchscreens with Stencil Overlays. In Proceedings of the 10th International Conference on Automotive User
Interfaces and Interactive Vehicular Applications (AutomotiveUI ’18). Association for Computing Machinery, New York, NY, USA, 33–42.
https://doi.org/10.1145/3239060.3239061

[67] Jacob Cohen. 1960. A coefficient of agreement for nominal scales. Educational and psychological measurement 20, 1 (1960), 37–46.
[68] Guy Cohen-Lazry, Avinoam Borowsky, and Tal Oron-Gilad. 2020. The impact of auditory continual feedback on take-overs in

Level 3 automated vehicles. Transportation Research Part F: Traffic Psychology and Behaviour 75 (Nov. 2020), 145–159. https:
//doi.org/10.1016/j.trf.2020.10.003

[69] Mark Colley, Benjamin Eder, Jan Ole Rixen, and Enrico Rukzio. 2021. Effects of Semantic Segmentation Visualization on Trust, Situation
Awareness, and Cognitive Load in Highly Automated Vehicles. In Little Road Driving HUD Heads-Up Display Complexi. Association for
Computing Machinery, New York, NY, USA. https://doi.org/10.1145/3411764.3445351

[70] Mark Colley, Lukas Gruler, Marcel Woide, and Enrico Rukzio. 2021. Investigating the Design of Information Presentation in Take-Over
Requests in Automated Vehicles. Association for Computing Machinery, New York, NY, USA, 1–15. https://doi.org/10.1145/3447526.
3472025

[71] Mark Colley, Pascal Jansen, Enrico Rukzio, and Jan Gugenheimer. 2022. SwiVR-Car-Seat: Exploring Vehicle Motion Effects on Interaction
Quality in Virtual Reality Automated Driving Using a Motorized Swivel Seat. Proc. ACM Interact. Mob. Wearable Ubiquitous Technol. 5,
4, Article 150 (dec 2022), 26 pages. https://doi.org/10.1145/3494968

[72] Mark Colley, Surong Li, and Enrico Rukzio. 2021. Increasing Pedestrian Safety Using External Communication of Autonomous Vehicles for
Signalling Hazards. Association for Computing Machinery, New York, NY, USA, 1–10. https://doi.org/10.1145/3447526.3472024

[73] Matteo Corno. 2013. Design, Analysis, and Validation of a Haptic-Based Driver Support System for Traction Control. IEEE Transactions
on Intelligent Transportation Systems 14, 4 (Dec. 2013), 1849–1859. https://doi.org/10.1109/TITS.2013.2268316

[74] Corporation for Digital Scholarship. 2021. Zotero. Corporation for Digital Scholarship. https://www.zotero.org/ (Accessed on
08/23/2021).

[75] James L. Crowley, Francois Berard, and Joelle Coutaz. 1995. Finger Tracking as an Input Device for Augmented Reality. In Finger
Tracking as an Input Device for Augmented Reality. Citeseer, Grenoble CEDEX 9, France, 195–200.

[76] Mitchell Cunningham and Michael A Regan. 2015. Autonomous vehicles: human factors issues and future research. In Proceedings of
the 2015 Australasian Road safety conference, Vol. 14. Australasian Road Safety Conference, Inc., Mawson, Australian Capital Territory,
1–11.

[77] Kristina Davtyan and Francesca Favaro. 2020. Effect of Phone Interface Modality on Drivers’ Task Load Index in Conventional and
Semi-Automated Vehicles. In International Conference on Intelligent Human Systems Integration. Springer, Springer, Switzerland, 80–85.

[78] Ary P de Miranda and John S Germaine. 2012. New direction and trends for vehicle entertainment systems. Technical Report. SAE
Technical Paper.

[79] Nachiket Deo, Akshay Rangesh, and Mohan Trivedi. 2016. In-vehicle Hand Gesture Recognition using Hidden Markov models. In
Geremin 2D Microgestures for Drivers Based on El. IEEE, Rio de Janeiro, Brazil, 2179–2184. https://doi.org/10.1109/ITSC.2016.7795908

[80] Henrik Detjen, Sarah Faltaous, Bastian Pfleging, Stefan Geisler, and Stefan Schneegass. 2021. How to Increase Automated Vehicles’
Acceptance through In-Vehicle Interaction Design: A Review. International Journal of Human–Computer Interaction 37, 4 (Feb. 2021), 308–
330. https://doi.org/10.1080/10447318.2020.1860517 Publisher: Taylor & Francis _eprint: https://doi.org/10.1080/10447318.2020.1860517.

[81] Henrik Detjen, Stefan Geisler, and Stefan Schneegass. 2021. Driving as Side Task: Exploring Intuitive Input Modalities for Multitasking
in Automated Vehicles. In A Simulation Study Examining Smartphone Destinatio. Association for Computing Machinery, New York, NY,
USA. https://doi.org/10.1145/3411763.3451803

[82] Henrik Detjen, Bastian Pfleging, and Stefan Schneegass. 2020. A Wizard of Oz Field Study to Understand Non-Driving-Related
Activities, Trust, and Acceptance of Automated Vehicles. In 12th International Conference on Automotive User Interfaces and Interactive
Vehicular Applications (Virtual Event, DC, USA) (AutomotiveUI ’20). Association for Computing Machinery, New York, NY, USA, 19–29.
https://doi.org/10.1145/3409120.3410662

[83] Patrizia Di Campli San Vito, Stephen Brewster, Frank Pollick, Stuart White, Lee Skrypchuk, and Alexander Mouzakitis. 2018. In-
vestigation of Thermal Stimuli for Lane Changes. In Proceedings of the 10th International Conference on Automotive User Inter-
faces and Interactive Vehicular Applications (AutomotiveUI ’18). Association for Computing Machinery, New York, NY, USA, 43–52.
https://doi.org/10.1145/3239060.3239062

[84] Patrizia Di Campli San Vito, Edward Brown, Stephen Brewster, Frank Pollick, Simon Thompson, Lee Skrypchuk, and Alexandros
Mouzakitis. 2020. Haptic Feedback for the Transfer of Control in Autonomous Vehicles. In 12th International Conference on Automotive
User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’20). Association for Computing Machinery, New York, NY, USA,
34–37. https://doi.org/10.1145/3409251.3411717

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1016/j.trf.2019.10.005
https://doi.org/10.1016/j.trf.2019.10.005
https://doi.org/10.1145/3239060.3239061
https://doi.org/10.1016/j.trf.2020.10.003
https://doi.org/10.1016/j.trf.2020.10.003
https://doi.org/10.1145/3411764.3445351
https://doi.org/10.1145/3447526.3472025
https://doi.org/10.1145/3447526.3472025
https://doi.org/10.1145/3494968
https://doi.org/10.1145/3447526.3472024
https://doi.org/10.1109/TITS.2013.2268316
https://www.zotero.org/
https://doi.org/10.1109/ITSC.2016.7795908
https://doi.org/10.1080/10447318.2020.1860517
https://doi.org/10.1145/3411763.3451803
https://doi.org/10.1145/3409120.3410662
https://doi.org/10.1145/3239060.3239062
https://doi.org/10.1145/3409251.3411717


56:28 • Jansen et al.

[85] Patrizia Di Campli San Vito, Gözel Shakeri, Stephen Brewster, Frank Pollick, Edward Brown, Lee Skrypchuk, and Alexandros Mouzakitis.
2019. Haptic Navigation Cues on the Steering Wheel. In Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems.
Association for Computing Machinery, New York, NY, USA, 1–11. https://doi.org/10.1145/3290605.3300440

[86] Pietro Di Lena, Silvia Mirri, Catia Prandi, Paola Salomoni, and Giovanni Delnevo. 2017. In-Vehicle Human Machine Interface: An
Approach to Enhance Eco-Driving Behaviors. In Proceedings of the 2017 ACM Workshop on Interacting with Smart Objects (SmartObject
’17). Association for Computing Machinery, New York, NY, USA, 7–12. https://doi.org/10.1145/3038450.3038455

[87] Nicole Dillen, Marko Ilievski, Edith Law, Lennart E. Nacke, Krzysztof Czarnecki, and Oliver Schneider. 2020. Keep Calm and
Ride Along: Passenger Comfort and Anxiety as Physiological Responses to Autonomous Driving Styles. In Proceedings of the
2020 CHI Conference on Human Factors in Computing Systems. Association for Computing Machinery, New York, NY, USA, 1–13.
https://doi.org/10.1145/3313831.3376247

[88] Lisa Diwischek and Jason Lisseman. 2015. Tactile Feedback for Virtual Automotive Steering Wheel Switches. In Proceedings of the
7th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’15). Association for
Computing Machinery, New York, NY, USA, 31–38. https://doi.org/10.1145/2799250.2799271

[89] Dmitrijs Dmitrenko, Emanuela Maggioni, Giada Brianza, Brittany E. Holthausen, Bruce N. Walker, and Marianna Obrist. 2020. CARoma
Therapy: Pleasant Scents Promote Safer Driving, Better Mood, and Improved Well-Being in Angry Drivers. In Proceedings of the
2020 CHI Conference on Human Factors in Computing Systems. Association for Computing Machinery, New York, NY, USA, 1–13.
https://doi.org/10.1145/3313831.3376176

[90] Dmitrijs Dmitrenko, Emanuela Maggioni, and Marianna Obrist. 2018. I Smell Trouble: Using Multiple Scents To Convey Driving-
Relevant Information. In Proceedings of the 20th ACM International Conference on Multimodal Interaction (ICMI ’18). Association for
Computing Machinery, New York, NY, USA, 234–238. https://doi.org/10.1145/3242969.3243015

[91] Dmitrijs Dmitrenko, Emanuela Maggioni, and Marianna Obrist. 2019. Towards a Framework for Validating the Matching Between
Notifications and Scents in Olfactory In-Car Interaction. In Extended Abstracts of the 2019 CHI Conference on Human Factors in Computing
Systems (CHI EA ’19). Association for Computing Machinery, New York, NY, USA, 1–6. https://doi.org/10.1145/3290607.3313001

[92] Dmitrijs Dmitrenko, Emanuela Maggioni, Chi Thanh Vi, and Marianna Obrist. 2017. What Did I Sniff? Mapping Scents Onto Driving-
Related Messages. In Proceedings of the 9th International Conference on Automotive User Interfaces and Interactive Vehicular Applications
(AutomotiveUI ’17). Association for Computing Machinery, New York, NY, USA, 154–163. https://doi.org/10.1145/3122986.3122998

[93] Dmitrijs Dmitrenko, Chi Thanh Vi, and Marianna Obrist. 2016. A Comparison of Scent-Delivery Devices and Their Meaningful Use for
In-Car Olfactory Interaction. In Proceedings of the 8th International Conference on Automotive User Interfaces and Interactive Vehicular
Applications (Automotive’UI 16). Association for Computing Machinery, New York, NY, USA, 23–26. https://doi.org/10.1145/3003715.
3005464

[94] Julie Doyle, Cathy Bailey, Ben Dromey, and Cliodhna Ni Scanaill. 2010. BASE - An interactive technology solution to deliver balance
and strength exercises to older adults. In 2010 4th International Conference on Pervasive Computing Technologies for Healthcare. IEEE,
Munich, Germany, 1–5. https://doi.org/10.4108/ICST.PERVASIVEHEALTH2010.8881 ISSN: 2153-1641.

[95] Tanja Döring, Dagmar Kern, Paul Marshall, Max Pfeiffer, Johannes Schöning, Volker Gruhn, and Albrecht Schmidt. 2011. Gestural
Interaction on the Steering Wheel: Reducing the Visual Demand. In Proceedings of the SIGCHI Conference on Human Factors in
Computing Systems. Association for Computing Machinery, New York, NY, USA, 483–492. https://doi.org/10.1145/1978942.1979010

[96] André Ebert, Marie Kiermeier, Chadly Marouane, and Claudia Linnhoff-Popien. 2017. SensX: About sensing and assessment of complex
human motion. In 2017 IEEE 14th International Conference on Networking, Sensing and Control (ICNSC). IEEE, Calabria, Italy, 327–332.
https://doi.org/10.1109/ICNSC.2017.8000113

[97] Elsevier. 2021. ScienceDirect.com | Science, health and medical journals, full text articles and books. Elsevier B.V. https://www.sciencedirect.
com/ (Accessed on 08/23/2021).

[98] Alexander Eriksson, Sebastiaan M. Petermeijer, Markus Zimmermann, Joost C. F. de Winter, Klaus J. Bengler, and Neville A. Stanton.
2019. Rolling Out the Red (and Green) Carpet: Supporting Driver Decision Making in Automation-to-Manual Transitions. IEEE
Transactions on Human-Machine Systems 49, 1 (Feb. 2019), 20–31. https://doi.org/10.1109/THMS.2018.2883862

[99] Johan Fagerlönn, Stefan Lindberg, and Anna Sirkka. 2012. Graded Auditory Warnings during In-Vehicle Use: Using Sound to Guide
Drivers without Additional Noise. In Proceedings of the 4th International Conference on Automotive User Interfaces and Interactive
Vehicular Applications (AutomotiveUI ’12). Association for Computing Machinery, New York, NY, USA, 85–91. https://doi.org/10.1145/
2390256.2390269

[100] Pietro Falco, Shuang Lu, Ciro Natale, Salvatore Pirozzi, and Dongheui Lee. 2019. A transfer learning approach to cross-modal object
recognition: from visual observation to robotic haptic exploration. IEEE Transactions on Robotics 35, 4 (2019), 987–998.

[101] Franz Faul, Edgar Erdfelder, Axel Buchner, and Albert-Georg Lang. 2009. Statistical power analyses using G*Power 3.1: Tests for
correlation and regression analyses. Behavior Research Methods 41, 4 (01 Nov 2009), 1149–1160. https://doi.org/10.3758/BRM.41.4.1149

[102] Alexander Feierle, David Beller, and Klaus Bengler. 2019. Head-Up Displays in Urban Partially Automated Driving: Effects of Using
Augmented Reality *. In 2019 IEEE Intelligent Transportation Systems Conference (ITSC). IEEE, Auckland, New Zealand, 1877–1882.
https://doi.org/10.1109/ITSC.2019.8917472

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1145/3290605.3300440
https://doi.org/10.1145/3038450.3038455
https://doi.org/10.1145/3313831.3376247
https://doi.org/10.1145/2799250.2799271
https://doi.org/10.1145/3313831.3376176
https://doi.org/10.1145/3242969.3243015
https://doi.org/10.1145/3290607.3313001
https://doi.org/10.1145/3122986.3122998
https://doi.org/10.1145/3003715.3005464
https://doi.org/10.1145/3003715.3005464
https://doi.org/10.4108/ICST.PERVASIVEHEALTH2010.8881
https://doi.org/10.1145/1978942.1979010
https://doi.org/10.1109/ICNSC.2017.8000113
https://www.sciencedirect.com/
https://www.sciencedirect.com/
https://doi.org/10.1109/THMS.2018.2883862
https://doi.org/10.1145/2390256.2390269
https://doi.org/10.1145/2390256.2390269
https://doi.org/10.3758/BRM.41.4.1149
https://doi.org/10.1109/ITSC.2019.8917472


A Design Space for Human Sensor and Actuator Focused In-Vehicle Interaction Based on a Systematic Literature Review • 56:29

[103] Richard C. Fitzpatrick and Brian L. Day. 2004. Probing the human vestibular system with galvanic stimulation. Journal of Applied
Physiology 96, 6 (June 2004), 2301–2316. https://doi.org/10.1152/japplphysiol.00008.2004 Publisher: American Physiological Society.

[104] Raffaella Folgieri and Matteo Zichella. 2012. A BCI-based application in music: Conscious playing of single notes by brainwaves.
Computers in Entertainment 10, 1 (Dec. 2012), 1:1–1:10. https://doi.org/10.1145/2381876.2381877

[105] Yannick Forster, Frederik Naujoks, and Alexandra Neukum. 2016. Your Turn or My Turn? Design of a Human-Machine Interface
for Conditional Automation. In Proceedings of the 8th International Conference on Automotive User Interfaces and Interactive Vehicular
Applications (Automotive’UI 16). Association for Computing Machinery, New York, NY, USA, 253–260. https://doi.org/10.1145/3003715.
3005463

[106] Yannick Forster, Frederik Naujoks, and Alexandra Neukum. 2017. Increasing anthropomorphism and trust in automated driving
functions by adding speech output. In 2017 IEEE Intelligent Vehicles Symposium (IV). IEEE, Los Angeles, CA, USA, 365–372. https:
//doi.org/10.1109/IVS.2017.7995746

[107] Eva Fraedrich and Barbara Lenz. 2016. Societal and individual acceptance of autonomous driving. In Autonomous driving. Springer,
Switzerland, 621–640.

[108] Lex Fridman, Heishiro Toyoda, Sean Seaman, Bobbie Seppelt, Linda Angell, Joonbum Lee, Bruce Mehler, and Bryan Reimer. 2017.
What Can Be Predicted from Six Seconds of Driver Glances? In Proceedings of the 2017 CHI Conference on Human Factors in Computing
Systems. Association for Computing Machinery, New York, NY, USA, 2805–2813. https://doi.org/10.1145/3025453.3025929

[109] Anna-Katharina Frison, Philipp Wintersberger, Tianjia Liu, and Andreas Riener. 2019. Why Do You like to Drive Automated? A
Context-Dependent Analysis of Highly Automated Driving to Elaborate Requirements for Intelligent User Interfaces. In Proceedings
of the 24th International Conference on Intelligent User Interfaces (Marina del Ray, California) (IUI ’19). Association for Computing
Machinery, New York, NY, USA, 528–537. https://doi.org/10.1145/3301275.3302331

[110] David C. Funder and Daniel J. Ozer. 2019. Evaluating Effect Size in Psychological Research: Sense and Nonsense. Advances in Methods
and Practices in Psychological Science 2, 2 (2019), 156–168. https://doi.org/10.1177/2515245919847202

[111] Markus Funk, Vanessa Tobisch, and Adam Emfield. 2020. Non-Verbal Auditory Input for Controlling Binary, Discrete, and Continuous
Input in Automotive User Interfaces. In Proceedings of the 2020 CHI Conference on Human Factors in Computing Systems. Association
for Computing Machinery, New York, NY, USA, 1–13. https://doi.org/10.1145/3313831.3376816

[112] Thomas M. Gable, Bruce N. Walker, Haifa R. Moses, and Ramitha D. Chitloor. 2013. Advanced Auditory Cues on Mobile Phones Help
Keep Drivers’ Eyes on the Road. In Take-over again Investigating multimodal and dire (AutomotiveUI ’13). Association for Computing
Machinery, New York, NY, USA, 66–73. https://doi.org/10.1145/2516540.2516541

[113] Nick Gang, Srinath Sibi, Romain Michon, Brian Mok, Chris Chafe, and Wendy Ju. 2018. Don’t Be Alarmed: Sonifying Autonomous
Vehicle Perception to Increase Situation Awareness. In Proceedings of the 10th International Conference on Automotive User Interfaces
and Interactive Vehicular Applications (AutomotiveUI ’18). Association for Computing Machinery, New York, NY, USA, 237–246.
https://doi.org/10.1145/3239060.3265636

[114] John G. Gaspar, Timothy L. Brown, and Dawn C. Marshall. 2015. Examining the Interaction between Timing and Modality in Forward
Collision Warnings. In Proceedings of the 7th International Conference on Automotive User Interfaces and Interactive Vehicular Applications
(AutomotiveUI ’15). Association for Computing Machinery, New York, NY, USA, 313–319. https://doi.org/10.1145/2799250.2799287

[115] Claudia Geitner, Francesco Biondi, Lee Skrypchuk, Paul Jennings, and Stewart Birrell. 2019. The comparison of auditory, tactile, and
multimodal warnings for the effective communication of unexpected events during an automated driving scenario. Transportation
Research Part F: Traffic Psychology and Behaviour 65 (Aug. 2019), 23–33. https://doi.org/10.1016/j.trf.2019.06.011

[116] Paul George, Indira Thouvenin, Vincent Frémont, and Véronique Cherfaoui. 2012. DAARIA: Driver assistance by augmented reality for
intelligent automobile. In 2012 IEEE Intelligent Vehicles Symposium. IEEE, Madrid, Spain, 1043–1048. https://doi.org/10.1109/IVS.2012.
6232220

[117] Orestis Georgiou, Valerio Biscione, Adam Harwood, Daniel Griffiths, Marcello Giordano, Ben Long, and Tom Carter. 2017. Haptic
In-Vehicle Gesture Controls. In Proceedings of the 9th International Conference on Automotive User Interfaces and Interactive Vehicular
Applications Adjunct (AutomotiveUI ’17). Association for Computing Machinery, New York, NY, USA, 233–238. https://doi.org/10.1145/
3131726.3132045

[118] Bogdan-Florin Gheran and Radu-Daniel Vatavu. 2020. From Controls on the SteeringWheel to Controls on the Finger: Using Smart Rings
for In-Vehicle Interactions. In Companion Publication of the 2020 ACM Designing Interactive Systems Conference (DIS’ 20 Companion).
Association for Computing Machinery, New York, NY, USA, 299–304. https://doi.org/10.1145/3393914.3395851

[119] Leilani Gilpin. 2018. Reasonableness Monitors. Proceedings of the AAAI Conference on Artificial Intelligence 32, 1 (Apr. 2018), 1–2.
https://ojs.aaai.org/index.php/AAAI/article/view/11364

[120] Amr Gomaa, Guillermo Reyes, Alexandra Alles, Lydia Rupp, and Michael Feld. 2020. Studying Person-Specific Pointing and Gaze
Behavior for Multimodal Referencing of Outside Objects from a Moving Vehicle. In Decision Anticipation for Driving Assistance Syste
(ICMI ’20). Association for Computing Machinery, New York, NY, USA, 501–509. https://doi.org/10.1145/3382507.3418817

[121] Google. 2021. Google Scholar’s top HCI venues and publications. Google LLC. https://scholar.google.com/citations?view_op=top_
venues&hl=de&vq=eng_humancomputerinteraction (Accessed on 08/23/2021).

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1152/japplphysiol.00008.2004
https://doi.org/10.1145/2381876.2381877
https://doi.org/10.1145/3003715.3005463
https://doi.org/10.1145/3003715.3005463
https://doi.org/10.1109/IVS.2017.7995746
https://doi.org/10.1109/IVS.2017.7995746
https://doi.org/10.1145/3025453.3025929
https://doi.org/10.1145/3301275.3302331
https://doi.org/10.1177/2515245919847202
https://doi.org/10.1145/3313831.3376816
https://doi.org/10.1145/2516540.2516541
https://doi.org/10.1145/3239060.3265636
https://doi.org/10.1145/2799250.2799287
https://doi.org/10.1016/j.trf.2019.06.011
https://doi.org/10.1109/IVS.2012.6232220
https://doi.org/10.1109/IVS.2012.6232220
https://doi.org/10.1145/3131726.3132045
https://doi.org/10.1145/3131726.3132045
https://doi.org/10.1145/3393914.3395851
https://ojs.aaai.org/index.php/AAAI/article/view/11364
https://doi.org/10.1145/3382507.3418817
https://scholar.google.com/citations?view_op=top_venues&hl=de&vq=eng_humancomputerinteraction
https://scholar.google.com/citations?view_op=top_venues&hl=de&vq=eng_humancomputerinteraction


56:30 • Jansen et al.

[122] Areti Goulati and Dalila Szostak. 2011. User Experience in Speech Recognition of Navigation Devices: An Assessment. In Proceedings
of the 13th International Conference on Human Computer Interaction with Mobile Devices and Services (MobileHCI ’11). Association for
Computing Machinery, New York, NY, USA, 517–520. https://doi.org/10.1145/2037373.2037451

[123] Thomas Grah, Felix Epp, Martin Wuchse, Alexander Meschtscherjakov, Frank Gabler, Arnd Steinmetz, and Manfred Tscheligi. 2015.
Dorsal Haptic Display: A Shape-Changing Car Seat for Sensory Augmentation of Rear Obstacles. In Proceedings of the 7th International
Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’15). Association for ComputingMachinery,
New York, NY, USA, 305–312. https://doi.org/10.1145/2799250.2799281

[124] Camilla Grane and Peter Bengtsson. 2013. Driving performance during visual and haptic menu selection with in-vehicle rotary device.
Designing an In-Vehicle Air Gesture Set Using Elic 18 (May 2013), 123–135. https://doi.org/10.1016/j.trf.2012.12.011

[125] K. Grauman,M. Betke, J. Lombardi, J. Gips, andG.R. Bradski. 2003. Communication via eye blinks and eyebrow raises: video-based human-
computer interfaces. Universal Access in the Information Society 2, 4 (Nov. 2003), 359–373. https://doi.org/10.1007/s10209-003-0062-x

[126] Yuxi Guo, Qinyu Sun, Yanqi Su, Yingshi Guo, and Chang Wang. 2021. Can driving condition prompt systems improve passenger
comfort of intelligent vehicles? A driving simulator study. Transportation Research Part F: Traffic Psychology and Behaviour 81 (Aug.
2021), 240–250. https://doi.org/10.1016/j.trf.2021.06.007

[127] Shalini Gupta, Pavlo Molchanov, Xiaodong Yang, Kihwan Kim, Stephen Tyree, and Jan Kautz. 2016. Towards selecting robust
hand gestures for automotive interfaces. In 2016 IEEE Intelligent Vehicles Symposium (IV). IEEE, Gothenburg, Sweden, 1350–1357.
https://doi.org/10.1109/IVS.2016.7535566

[128] Linn Hackenberg, Sara Bongartz, Christian Härtle, Paul Leiber, Thorb Baumgarten, and Jo Ann Sison. 2013. International Evaluation of
NLU Benefits in the Domain of In-Vehicle Speech Dialog Systems. In Proceedings of the 5th International Conference on Automotive
User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’13). Association for Computing Machinery, New York, NY, USA,
114–120. https://doi.org/10.1145/2516540.2516553

[129] Jonas Haeling, Christian Winkler, Stephan Leenders, Daniel Keßelheim, Axel Hildebrand, and Marc Necker. 2018. In-Car 6-DoF Mixed
Reality for Rear-Seat and Co-Driver Entertainment. In 2018 IEEE Conference on Virtual Reality and 3D User Interfaces (VR). IEEE, IEEE,
Reutlingen, Germany, 757–758.

[130] Renate Haeuslschmid, Susanne Forster, Katharina Vierheilig, Daniel Buschek, and Andreas Butz. 2017. Recognition of Text and Shapes
on a Large-Sized Head-Up Display. In Proceedings of the 2017 Conference on Designing Interactive Systems (DIS ’17). Association for
Computing Machinery, New York, NY, USA, 821–831. https://doi.org/10.1145/3064663.3064736

[131] Thomas A. Cano Hald, David H. Junker, Mads Mårtensson, Mikael B. Skov, and Dimitrios Raptis. 2018. Using Smartwatch Inertial
Sensors to Recognize and Distinguish Between Car Drivers and Passengers. In Stuck behind a Truck A Cooperative Interaction De
(AutomotiveUI ’18). Association for Computing Machinery, New York, NY, USA, 74–84. https://doi.org/10.1145/3239060.3239068

[132] Kyle Harrington, David R. Large, Gary Burnett, and Orestis Georgiou. 2018. Exploring the Use of Mid-Air Ultrasonic Feedback to
Enhance Automotive User Interfaces. In Proceedings of the 10th International Conference on Automotive User Interfaces and Interactive
Vehicular Applications (AutomotiveUI ’18). Association for Computing Machinery, New York, NY, USA, 11–20. https://doi.org/10.1145/
3239060.3239089

[133] Mariam Hassib, Michael Braun, Bastian Pfleging, and Florian Alt. 2019. Detecting and influencing driver emotions using psycho-
physiological sensors and ambient light. In IFIP Conference on Human-Computer Interaction. Springer, Springer, Paphos, Cyprus,
721–742.

[134] Hiroaki Hayashi, Mitsuhiro Kamezaki, Naoki Oka, and Shigeki Sugano. 2020. Development of an Abnormal Sign Detection System based
on Driver Monitoring and Voice Interaction for Preventing Medical-Condition-Caused Car Accidents. In 2020 IEEE 23rd International
Conference on Intelligent Transportation Systems (ITSC). IEEE, Rhodes, Greece, 1–8. https://doi.org/10.1109/ITSC45102.2020.9294356

[135] Jibo He, Alex Chaparro, Bobby Nguyen, Rondell Burge, Joseph Crandall, Barbara Chaparro, Rui Ni, and Shi Cao. 2013. Texting
While Driving: Is Speech-Based Texting Less Risky than Handheld Texting?. In The relative impact of smartwatch and smartphone u
(AutomotiveUI ’13). Association for Computing Machinery, New York, NY, USA, 124–130. https://doi.org/10.1145/2516540.2516560

[136] Jibo He, Jason S. McCarley, Kirsten Crager, Murtuza Jadliwala, Lesheng Hua, and Sheng Huang. 2018. Does wearable device bring
distraction closer to drivers? Comparing smartphones and Google Glass. Applied Ergonomics 70 (July 2018), 156–166. https:
//doi.org/10.1016/j.apergo.2018.02.022

[137] Tenghuan He, Luzheng Bi, Jinling Lian, and Huafei Sun. 2016. A brain signals-based interface between drivers and in-vehicle devices.
In Use of Brain Computer Interface to Drive Prelimin. IEEE, Gothenburg, Sweden, 1333–1337. https://doi.org/10.1109/IVS.2016.7535563

[138] Martin Heckmann, Dennis Orth, Mark Dunn, Nico Steinhardt, Bram Bolder, and Dorothea Kolossa. 2019. CORA, a Prototype for a
Cooperative Speech-Based on-Demand Intersection Assistant. In Proceedings of the 11th International Conference on Automotive User
Interfaces and Interactive Vehicular Applications: Adjunct Proceedings (AutomotiveUI ’19). Association for Computing Machinery, New
York, NY, USA, 483–488. https://doi.org/10.1145/3349263.3349599

[139] Stefan Heijboer, Josef Schumann, Erik Tempelman, and Pim Groen. 2019. Physical Fights Back: Introducing a Model for Bridging
Analog Digital Interactions. In Proceedings of the 11th International Conference on Automotive User Interfaces and Interactive Vehicular
Applications: Adjunct Proceedings (AutomotiveUI ’19). Association for Computing Machinery, New York, NY, USA, 93–98. https:

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1145/2037373.2037451
https://doi.org/10.1145/2799250.2799281
https://doi.org/10.1016/j.trf.2012.12.011
https://doi.org/10.1007/s10209-003-0062-x
https://doi.org/10.1016/j.trf.2021.06.007
https://doi.org/10.1109/IVS.2016.7535566
https://doi.org/10.1145/2516540.2516553
https://doi.org/10.1145/3064663.3064736
https://doi.org/10.1145/3239060.3239068
https://doi.org/10.1145/3239060.3239089
https://doi.org/10.1145/3239060.3239089
https://doi.org/10.1109/ITSC45102.2020.9294356
https://doi.org/10.1145/2516540.2516560
https://doi.org/10.1016/j.apergo.2018.02.022
https://doi.org/10.1016/j.apergo.2018.02.022
https://doi.org/10.1109/IVS.2016.7535563
https://doi.org/10.1145/3349263.3349599
https://doi.org/10.1145/3349263.3351510
https://doi.org/10.1145/3349263.3351510


A Design Space for Human Sensor and Actuator Focused In-Vehicle Interaction Based on a Systematic Literature Review • 56:31

//doi.org/10.1145/3349263.3351510
[140] Jani Heikkinen, Erno Mäkinen, Jani Lylykangas, Toni Pakkanen, Kaisa Väänänen-Vainio-Mattila, and Roope Raisamo. 2013. Mobile

Devices as Infotainment User Interfaces in the Car: Contextual Study and Design Implications. In Proceedings of the 15th International
Conference on Human-Computer Interaction with Mobile Devices and Services (MobileHCI ’13). Association for Computing Machinery,
New York, NY, USA, 137–146. https://doi.org/10.1145/2493190.2493224

[141] Michael Henzler, Alisa Boller, Michael Buchholz, and Klaus Dietmeyer. 2015. Are Truck Drivers Ready to Save Fuel? The Objective
and Subjective Effectiveness of an Ecological Driver Assistance System. In 2015 IEEE 18th International Conference on Intelligent
Transportation Systems. IEEE, Gran Canaria, Spain, 2007–2012. https://doi.org/10.1109/ITSC.2015.325

[142] Thomas Hermann. 2008. Taxonomy and Definitions for Sonification and Auditory Display. International Conference on Auditory Display,
2008 1 (June 2008), 1–8. https://smartech.gatech.edu/handle/1853/49960 Accepted: 2013-12-24T05:36:20Z Publisher: International
Community for Auditory Display.

[143] Javier Hernandez, Daniel McDuff, Xavier Benavides, Judith Amores, Pattie Maes, and Rosalind Picard. 2014. AutoEmotive: Bringing
Empathy to the Driving Experience to Manage Stress. In Proceedings of the 2014 Companion Publication on Designing Interactive Systems
(DIS Companion ’14). Association for Computing Machinery, New York, NY, USA, 53–56. https://doi.org/10.1145/2598784.2602780

[144] Thilo Hinterberger, Nicola Neumann, Mirko Pham, Andrea Kübler, Anke Grether, Nadine Hofmayer, Barbara Wilhelm, Herta Flor, and
Niels Birbaumer. 2004. A multimodal brain-based feedback and communication system. Experimental Brain Research 154, 4 (Feb. 2004),
521–526. https://doi.org/10.1007/s00221-003-1690-3

[145] Teresa Hirzle, Jan Gugenheimer, Florian Geiselhart, Andreas Bulling, and Enrico Rukzio. 2019. A Design Space for Gaze Interaction on
Head-Mounted Displays. Association for Computing Machinery, New York, NY, USA, 1–12. https://doi.org/10.1145/3290605.3300855

[146] Philipp Hock, Sebastian Benedikter, Jan Gugenheimer, and Enrico Rukzio. 2017. CarVR: Enabling In-Car Virtual Reality Entertainment.
In Proceedings of the 2017 CHI Conference on Human Factors in Computing Systems. Association for Computing Machinery, New York,
NY, USA, 4034–4044. https://doi.org/10.1145/3025453.3025665

[147] Hansjörg Hofmann, Vanessa Tobisch, Ute Ehrlich, André Berton, and Angela Mahr. 2014. Comparison of Speech-Based in-Car HMI
Concepts in a Driving Simulation Study. In Proceedings of the 19th International Conference on Intelligent User Interfaces (IUI ’14).
Association for Computing Machinery, New York, NY, USA, 215–224. https://doi.org/10.1145/2557500.2557509

[148] Deanna Hood, Damian Joseph, Andry Rakotonirainy, Sridha Sridharan, and Clinton Fookes. 2012. Use of Brain Computer Interface
to Drive: Preliminary Results. In Cost-efficient brainwave controller for automated (AutomotiveUI ’12). Association for Computing
Machinery, New York, NY, USA, 103–106. https://doi.org/10.1145/2390256.2390272

[149] Matthias Hoppe, Daria Oskina, Albrecht Schmidt, and Thomas Kosch. 2021. Odin’s Helmet: A Head-Worn Haptic Feedback Device to
Simulate G-Forces on the Human Body in Virtual Reality. Proceedings of the ACM on Human-Computer Interaction 5, EICS (May 2021),
212:1–212:15. https://doi.org/10.1145/3461734

[150] Tim Horberry, Christine Mulvihill, Michael Fitzharris, Brendan Lawrence, Mike Lenné, Jonny Kuo, and Darren Wood. 2021. Human-
Centered Design for an In-Vehicle Truck Driver Fatigue and Distraction Warning System. IEEE Transactions on Intelligent Transportation
Systems 1 (2021), 1–10. https://doi.org/10.1109/TITS.2021.3053096

[151] Paul Hornberger, Stephanie Cramer, and Alexander Lange. 2018. Evaluation of Driver Input Variations for Partially Automated
Lane Changes. In 2018 21st International Conference on Intelligent Transportation Systems (ITSC). IEEE, Maui, HI, USA, 1023–1028.
https://doi.org/10.1109/ITSC.2018.8569548

[152] M. Houtenbos, J. C. F. de Winter, A. R. Hale, P. A. Wieringa, and M. P. Hagenzieker. 2017. Concurrent audio-visual feedback
for supporting drivers at intersections: A study using two linked driving simulators. Applied Ergonomics 60 (April 2017), 30–42.
https://doi.org/10.1016/j.apergo.2016.10.010

[153] Zhentao Huang, Rongze Li, Wangkai Jin, Zilin Song, Yu Zhang, Xiangjun Peng, and Xu Sun. 2020. Face2Multi-Modal: In-Vehicle
Multi-Modal Predictors via Facial Expressions. In 12th International Conference on Automotive User Interfaces and Interactive Vehicular
Applications (AutomotiveUI ’20). Association for Computing Machinery, New York, NY, USA, 30–33. https://doi.org/10.1145/3409251.
3411716

[154] Zhi Huang, Yiwan Wu, and Jian Liu. 2015. Research on effects of pattern, amplitude and frequency of pulse steering torque warnings
for lane departure. Transportation Research Part F: Traffic Psychology and Behaviour 31 (May 2015), 67–76. https://doi.org/10.1016/j.trf.
2015.03.008

[155] Jochen Huber, Mohamed Sheik-Nainar, and Nada Matic. 2016. Towards an Interaction Language for Force-Enabled Touchpads in Cars. In
Adjunct Proceedings of the 8th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI
’16 Adjunct). Association for Computing Machinery, New York, NY, USA, 197–202. https://doi.org/10.1145/3004323.3004347

[156] Jochen Huber, Mohamed Sheik-Nainar, and Nada Matic. 2017. Force-Enabled Touch Input on the Steering Wheel: An Elicitation Study.
In Comparing the User Experience of Touchscreen Techn (AutomotiveUI ’17). Association for Computing Machinery, New York, NY, USA,
168–172. https://doi.org/10.1145/3131726.3131740

[157] Rasheed Hussain and Sherali Zeadally. 2018. Autonomous cars: Research results, issues, and future challenges. IEEE Communications
Surveys & Tutorials 21, 2 (2018), 1275–1313.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1145/3349263.3351510
https://doi.org/10.1145/3349263.3351510
https://doi.org/10.1145/2493190.2493224
https://doi.org/10.1109/ITSC.2015.325
https://smartech.gatech.edu/handle/1853/49960
https://doi.org/10.1145/2598784.2602780
https://doi.org/10.1007/s00221-003-1690-3
https://doi.org/10.1145/3290605.3300855
https://doi.org/10.1145/3025453.3025665
https://doi.org/10.1145/2557500.2557509
https://doi.org/10.1145/2390256.2390272
https://doi.org/10.1145/3461734
https://doi.org/10.1109/TITS.2021.3053096
https://doi.org/10.1109/ITSC.2018.8569548
https://doi.org/10.1016/j.apergo.2016.10.010
https://doi.org/10.1145/3409251.3411716
https://doi.org/10.1145/3409251.3411716
https://doi.org/10.1016/j.trf.2015.03.008
https://doi.org/10.1016/j.trf.2015.03.008
https://doi.org/10.1145/3004323.3004347
https://doi.org/10.1145/3131726.3131740


56:32 • Jansen et al.

[158] Jonna Häkkilä, Ashley Colley, and Juho Rantakari. 2014. Exploring Mixed Reality Window Concept for Car Passengers. In Adjunct
Proceedings of the 6th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’14).
Association for Computing Machinery, New York, NY, USA, 1–4. https://doi.org/10.1145/2667239.2667288

[159] Renate Häuslschmid, Sven Osterwald, Marcus Lang, and Andreas Butz. 2015. Augmenting the Driver’s Viewwith Peripheral Information
on a Windshield Display. In Proceedings of the 20th International Conference on Intelligent User Interfaces (IUI ’15). Association for
Computing Machinery, New York, NY, USA, 311–321. https://doi.org/10.1145/2678025.2701393

[160] Renate Häuslschmid, Max von Bülow, Bastian Pfleging, and Andreas Butz. 2017. SupportingTrust in Autonomous Driving. In Proceedings
of the 22nd International Conference on Intelligent User Interfaces (IUI ’17). Association for Computing Machinery, New York, NY, USA,
319–329. https://doi.org/10.1145/3025171.3025198

[161] IEEE. 2021. IEEE Xplore. IEEE. https://ieeexplore.ieee.org/Xplore/home.jsp (Accessed on 08/23/2021).
[162] Insilica. 2021. Sysrev. Insilica LLC. https://sysrev.com/ (Accessed on 08/23/2021).
[163] Yoshio Ishiguro and Kazuya Takeda. 2019. LeadingDisplay: A Versatile, Robotic Display for Infotainment in Autonomous Vehicles. In

Proceedings of the 11th International Conference on Automotive User Interfaces and Interactive Vehicular Applications: Adjunct Proceedings
(AutomotiveUI ’19). Association for Computing Machinery, New York, NY, USA, 405–409. https://doi.org/10.1145/3349263.3351317

[164] Bentolhoda Jafary, E Rabiei, MA Diaconeasa, H Masoomi, L Fiondella, and A Mosleh. 2018. A survey on autonomous vehicles
interactions with human and other vehicles. In 14th PSAM International Conference on Probabilistic Safety Assessment and Management.
International Association for Probabilistic Safety Assessment and Management, Los Angeles, CA, USA, 1–8.

[165] Alejandro Jaimes and Nicu Sebe. 2007. Multimodal human–computer interaction: A survey. Computer vision and image understanding
108, 1-2 (2007), 116–134.

[166] Grega Jakus, Christina Dicke, and Jaka Sodnik. 2015. A user study of auditory, head-up and multi-modal displays in vehicles. Applied
Ergonomics 46 (Jan. 2015), 184–192. https://doi.org/10.1016/j.apergo.2014.08.008

[167] Christian P. Janssen, Andrew L. Kun, Stephen Brewster, Linda Ng Boyle, Duncan P. Brumby, and Lewis L. Chuang. 2019. Exploring the
Concept of the (Future) Mobile Office. In Proceedings of the 11th International Conference on Automotive User Interfaces and Interactive
Vehicular Applications: Adjunct Proceedings (Utrecht, Netherlands) (AutomotiveUI ’19). Association for Computing Machinery, New
York, NY, USA, 465–467. https://doi.org/10.1145/3349263.3349600

[168] Myounghoon Jeon. 2019. Multimodal Displays for Take-over in Level 3 Automated Vehicles While Playing a Game. In Extended
Abstracts of the 2019 CHI Conference on Human Factors in Computing Systems (CHI EA ’19). Association for Computing Machinery, New
York, NY, USA, 1–6. https://doi.org/10.1145/3290607.3313056

[169] Myounghoon Jeon, Bruce N. Walker, and Thomas M. Gable. 2015. The effects of social interactions with in-vehicle agents on a driver’s
anger level, driving performance, situation awareness, and perceived workload. Steering the conversation A linguistic exploratio 50
(Sept. 2015), 185–199. https://doi.org/10.1016/j.apergo.2015.03.015

[170] Landu Jiang, Mingyuan Xia, Xue Liu, and Fan Bai. 2020. Givs: Fine-Grained Gesture Control for Mobile Devices in Driving Environments.
IEEE Access 8 (2020), 49229–49243. https://doi.org/10.1109/ACCESS.2020.2971849

[171] V. John, M. Umetsu, A. Boyali, S. Mita, M. Imanishi, N. Sanma, and S. Shibata. 2017. Real-time hand posture and gesture-based touchless
automotive user interface using deep learning. In 2017 IEEE Intelligent Vehicles Symposium (IV). IEEE, Los Angeles, CA, USA, 869–874.
https://doi.org/10.1109/IVS.2017.7995825

[172] Mishel Johns, Brian Mok, Walter Talamonti, Srinath Sibi, and Wendy Ju. 2017. Looking ahead: Anticipatory interfaces for driver-
automation collaboration. In 2017 IEEE 20th International Conference on Intelligent Transportation Systems (ITSC). IEEE, Yokohama,
Japan, 1–7. https://doi.org/10.1109/ITSC.2017.8317762

[173] Jingun Jung, Sangyoon Lee, Jiwoo Hong, Eunhye Youn, and Geehyuk Lee. 2020. Voice+Tactile: Augmenting In-Vehicle Voice User
Interface with Tactile Touchpad Interaction. In Proceedings of the 2020 CHI Conference on Human Factors in Computing Systems.
Association for Computing Machinery, New York, NY, USA, 1–12. https://doi.org/10.1145/3313831.3376863

[174] Jingun Jung, Eunhye Youn, and Geehyuk Lee. 2017. PinPad: Touchpad Interaction with Fast and High-Resolution Tactile Output. In
Proceedings of the 2017 CHI Conference on Human Factors in Computing Systems. Association for Computing Machinery, New York, NY,
USA, 2416–2425. https://doi.org/10.1145/3025453.3025971

[175] Malte F. Jung, David Sirkin, Turgut M. Gür, and Martin Steinert. 2015. Displayed Uncertainty Improves Driving Experience and
Behavior: The Case of Range Anxiety in an Electric Car. In Proceedings of the 33rd Annual ACM Conference on Human Factors in
Computing Systems. Association for Computing Machinery, New York, NY, USA, 2201–2210. https://doi.org/10.1145/2702123.2702479

[176] Nihan Karatas, Soshi Yoshikawa, P. Ravindra De Silva, and Michio Okada. 2016. NAMIDA: How to Reduce the Cognitive Workload
of Driver. In The Eleventh ACM/IEEE International Conference on Human Robot Interaction (HRI ’16). IEEE Press, Christchurch, New
Zealand, 449–450.

[177] Dagmar Kern and Albrecht Schmidt. 2009. Design Space for Driver-Based Automotive User Interfaces. In Proceedings of the 1st
International Conference on Automotive User Interfaces and Interactive Vehicular Applications (Essen, Germany) (AutomotiveUI ’09).
Association for Computing Machinery, New York, NY, USA, 3–10. https://doi.org/10.1145/1620509.1620511

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1145/2667239.2667288
https://doi.org/10.1145/2678025.2701393
https://doi.org/10.1145/3025171.3025198
https://ieeexplore.ieee.org/Xplore/home.jsp
https://sysrev.com/
https://doi.org/10.1145/3349263.3351317
https://doi.org/10.1016/j.apergo.2014.08.008
https://doi.org/10.1145/3349263.3349600
https://doi.org/10.1145/3290607.3313056
https://doi.org/10.1016/j.apergo.2015.03.015
https://doi.org/10.1109/ACCESS.2020.2971849
https://doi.org/10.1109/IVS.2017.7995825
https://doi.org/10.1109/ITSC.2017.8317762
https://doi.org/10.1145/3313831.3376863
https://doi.org/10.1145/3025453.3025971
https://doi.org/10.1145/2702123.2702479
https://doi.org/10.1145/1620509.1620511


A Design Space for Human Sensor and Actuator Focused In-Vehicle Interaction Based on a Systematic Literature Review • 56:33

[178] Philipp Kerschbaum, Lutz Lorenz, and Klaus Bengler. 2015. A transforming steering wheel for highly automated cars. In 2015 IEEE
Intelligent Vehicles Symposium (IV). IEEE, Seoul, Korea (South), 1287–1292. https://doi.org/10.1109/IVS.2015.7225893

[179] David G. Kidd, Jonathan Dobres, Ian Reagan, Bruce Mehler, and Bryan Reimer. 2017. Considering visual-manual tasks performed
during highway driving in the context of two different sets of guidelines for embedded in-vehicle electronic systems. Transportation
Research Part F: Traffic Psychology and Behaviour 47 (May 2017), 23–33. https://doi.org/10.1016/j.trf.2017.04.002

[180] Auk Kim, Woohyeok Choi, Jungmi Park, Kyeyoon Kim, and Uichin Lee. 2019. Predicting Opportune Moments for In-Vehicle Proactive
Speech Services. In An Exploration of Speech-Based Productivity Suppor (UbiComp/ISWC ’19 Adjunct). Association for Computing
Machinery, New York, NY, USA, 101–104. https://doi.org/10.1145/3341162.3343841

[181] Eunyeong Kim,Mohammad Fard, and Kazuhito Kato. 2020. A seated humanmodel for predicting the coupled human-seat transmissibility
exposed to fore-aft whole-body vibration. Applied Ergonomics 84 (April 2020), 102929. https://doi.org/10.1016/j.apergo.2019.102929

[182] Guiyoung Kim and Yong Gu Ji. 2019. Visual Aided Speech Interface to Reduce Driver Distraction. In Proceedings of the 11th International
Conference on Automotive User Interfaces and Interactive Vehicular Applications: Adjunct Proceedings (AutomotiveUI ’19). Association for
Computing Machinery, New York, NY, USA, 205–208. https://doi.org/10.1145/3349263.3351912

[183] Hyungil Kim, Xuefang Wu, Joseph L. Gabbard, and Nicholas F. Polys. 2013. Exploring Head-up Augmented Reality Interfaces for Crash
Warning Systems. In Proceedings of the 5th International Conference on Automotive User Interfaces and Interactive Vehicular Applications
(AutomotiveUI ’13). Association for Computing Machinery, New York, NY, USA, 224–227. https://doi.org/10.1145/2516540.2516566

[184] Jongkeon Kim and Jeongyun Heo. 2021. Please Stop Listening While I Make a Private Call: Context-Aware In-Vehicle Mode of
a Voice-Controlled Intelligent Personal Assistant with a Privacy Consideration. In International Conference on Human-Computer
Interaction. Springer, Springer, Switzerland, 177–193.

[185] Jihyun Kim, Meuel Jeong, and Seul Chan Lee. 2019. "Why Did This Voice Agent Not Understand Me?": Error Recovery Strategy
for in-Vehicle Voice User Interface. In Proceedings of the 11th International Conference on Automotive User Interfaces and Interactive
Vehicular Applications: Adjunct Proceedings (AutomotiveUI ’19). Association for Computing Machinery, New York, NY, USA, 146–150.
https://doi.org/10.1145/3349263.3351513

[186] Jaekyung Kim, Woojae Kim, Sewoong Ahn, Jinwoo Kim, and Sanghoon Lee. 2018. Virtual Reality Sickness Predictor: Analysis of
visual-vestibular conflict and VR contents. In 2018 Tenth International Conference on Quality of Multimedia Experience (QoMEX). IEEE,
Cagliari, Italy, 1–6. https://doi.org/10.1109/QoMEX.2018.8463413 ISSN: 2472-7814.

[187] Myeongseop Kim, Eunjin Seong, Younkyung Jwa, Jieun Lee, and Seungjun Kim. 2020. A Cascaded Multimodal Natural User Interface
to Reduce Driver Distraction. IEEE Access 8 (2020), 112969–112984. https://doi.org/10.1109/ACCESS.2020.3002775

[188] Naeun Kim, Kwangmin Jeong, Minyoung Yang, Yejeon Oh, and Jinwoo Kim. 2017. "Are You Ready to Take-over?": An Exploratory
Study on Visual Assistance to Enhance Driver Vigilance. In Proceedings of the 2017 CHI Conference Extended Abstracts on Human Factors
in Computing Systems (CHI EA ’17). Association for Computing Machinery, New York, NY, USA, 1771–1778. https://doi.org/10.1145/
3027063.3053155

[189] SeungJun Kim, Anind K. Dey, Joonhwan Lee, and Jodi Forlizzi. 2011. Usability of Car Dashboard Displays for Elder Drivers. In
Proceedings of the SIGCHI Conference on Human Factors in Computing Systems. Association for Computing Machinery, New York, NY,
USA, 493–502. https://doi.org/10.1145/1978942.1979011

[190] Ralf Kohlhaas, Thomas Schamm, Dennis Nienhüser, and J. Marius Zöllner. 2011. Anticipatory energy saving assistant for approaching
slower vehicles. In 2011 14th International IEEE Conference on Intelligent Transportation Systems (ITSC). IEEE, Washington, DC, USA,
1966–1971. https://doi.org/10.1109/ITSC.2011.6083148

[191] Thomas Kopinski, Jan Eberwein, Stefan Geisler, and Uwe Handmann. 2016. Touch versus mid-air gesture interfaces in road scenarios -
measuring driver performance degradation. In 2016 IEEE 19th International Conference on Intelligent Transportation Systems (ITSC).
IEEE, Rio de Janeiro, Brazil, 661–666. https://doi.org/10.1109/ITSC.2016.7795624

[192] Georgios Korres, Said Chehabeddine, and Mohamad Eid. 2020. Mid-Air Tactile Feedback Co-Located With Virtual Touchscreen
Improves Dual-Task Performance. IEEE Transactions on Haptics 13, 4 (Oct. 2020), 825–830. https://doi.org/10.1109/TOH.2020.2972537

[193] Andreas Korthauer, Clemens Guenther, Andreas Hinrichs, Wen Ren, and Yiwen Yang. 2020. Watch Your Vehicle Driving at the City:
Interior HMI with Augmented Reality for Automated Driving. In 22nd International Conference on Human-Computer Interaction with
Mobile Devices and Services (MobileHCI ’20). Association for Computing Machinery, New York, NY, USA, 1–5. https://doi.org/10.1145/
3406324.3425895

[194] Johannes Maria Kraus, Florian Nothdurft, Philipp Hock, David Scholz, Wolfgang Minker, and Martin Baumann. 2016. Human After All:
Effects of Mere Presence and Social Interaction of a Humanoid Robot as a Co-Driver in Automated Driving. In Adjunct Proceedings
of the 8th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’16 Adjunct).
Association for Computing Machinery, New York, NY, USA, 129–134. https://doi.org/10.1145/3004323.3004338

[195] Matti Krüger, Heiko Wersing, and Christiane B. Wiebel-Herboth. 2018. Approach for Enhancing the Perception and Prediction of
Traffic Dynamics with a Tactile Interface. In Adjunct Proceedings of the 10th International Conference on Automotive User Interfaces
and Interactive Vehicular Applications (AutomotiveUI ’18). Association for Computing Machinery, New York, NY, USA, 164–169.
https://doi.org/10.1145/3239092.3265961

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1109/IVS.2015.7225893
https://doi.org/10.1016/j.trf.2017.04.002
https://doi.org/10.1145/3341162.3343841
https://doi.org/10.1016/j.apergo.2019.102929
https://doi.org/10.1145/3349263.3351912
https://doi.org/10.1145/2516540.2516566
https://doi.org/10.1145/3349263.3351513
https://doi.org/10.1109/QoMEX.2018.8463413
https://doi.org/10.1109/ACCESS.2020.3002775
https://doi.org/10.1145/3027063.3053155
https://doi.org/10.1145/3027063.3053155
https://doi.org/10.1145/1978942.1979011
https://doi.org/10.1109/ITSC.2011.6083148
https://doi.org/10.1109/ITSC.2016.7795624
https://doi.org/10.1109/TOH.2020.2972537
https://doi.org/10.1145/3406324.3425895
https://doi.org/10.1145/3406324.3425895
https://doi.org/10.1145/3004323.3004338
https://doi.org/10.1145/3239092.3265961


56:34 • Jansen et al.

[196] Matti Krüger, Christiane B. Wiebel-Herboth, and Heiko Wersing. 2021. Tactile encoding of directions and temporal distances to safety
hazards supports drivers in overtaking and intersection scenarios. Transportation Research Part F: Traffic Psychology and Behaviour 81
(Aug. 2021), 201–222. https://doi.org/10.1016/j.trf.2021.05.014

[197] Andrew L Kun, Susanne Boll, and Albrecht Schmidt. 2016. Shifting gears: User interfaces in the age of autonomous driving. IEEE
Pervasive Computing 15, 1 (2016), 32–38.

[198] Alexander Kunze, Stephen J. Summerskill, Russell Marshall, and Ashleigh J. Filtness. 2018. Augmented Reality Displays for Com-
municating Uncertainty Information in Automated Driving. In Proceedings of the 10th International Conference on Automotive User
Interfaces and Interactive Vehicular Applications (AutomotiveUI ’18). Association for Computing Machinery, New York, NY, USA, 164–175.
https://doi.org/10.1145/3239060.3239074

[199] Alexander Kunze, Stephen J. Summerskill, Russell Marshall, and Ashleigh J. Filtness. 2018. Evaluation of Variables for the Communication
of Uncertainties Using Peripheral Awareness Displays. In Adjunct Proceedings of the 10th International Conference on Automotive User
Interfaces and Interactive Vehicular Applications (AutomotiveUI ’18). Association for Computing Machinery, New York, NY, USA, 147–153.
https://doi.org/10.1145/3239092.3265958

[200] Alexander Kunze, Stephen J. Summerskill, Russell Marshall, and Ashleigh J. Filtness. 2018. Preliminary Evaluation of Variables for
Communicating Uncertainties Using a Haptic Seat. In Adjunct Proceedings of the 10th International Conference on Automotive User
Interfaces and Interactive Vehicular Applications (AutomotiveUI ’18). Association for Computing Machinery, New York, NY, USA, 154–158.
https://doi.org/10.1145/3239092.3265959

[201] Kyle Kutchek and Myounghoon Jeon. 2019. Takeover and Handover Requests Using Non-Speech Auditory Displays in Semi-Automated
Vehicles. In Extended Abstracts of the 2019 CHI Conference on Human Factors in Computing Systems (CHI EA ’19). Association for
Computing Machinery, New York, NY, USA, 1–6. https://doi.org/10.1145/3290607.3313078

[202] J. Richard Landis and Gary G. Koch. 1977. The Measurement of Observer Agreement for Categorical Data. Biometrics 33, 1 (1977),
159–174. http://www.jstor.org/stable/2529310

[203] Sabine Langlois. 2013. ADAS HMI Using Peripheral Vision. In Proceedings of the 5th International Conference on Automotive User
Interfaces and Interactive Vehicular Applications (AutomotiveUI ’13). Association for Computing Machinery, New York, NY, USA, 74–81.
https://doi.org/10.1145/2516540.2516558

[204] David R. Large, Gary Burnett, Ben Anyasodo, and Lee Skrypchuk. 2016. Assessing Cognitive Demand during Natural Language
Interactions with a Digital Driving Assistant. In Proceedings of the 8th International Conference on Automotive User Interfaces and
Interactive Vehicular Applications (Automotive’UI 16). Association for Computing Machinery, New York, NY, USA, 67–74. https:
//doi.org/10.1145/3003715.3005408

[205] David R. Large, Gary Burnett, and Leigh Clark. 2019. Lessons from Oz: Design Guidelines for Automotive Conversational User Interfaces.
In Proceedings of the 11th International Conference on Automotive User Interfaces and Interactive Vehicular Applications: Adjunct Proceedings
(AutomotiveUI ’19). Association for Computing Machinery, New York, NY, USA, 335–340. https://doi.org/10.1145/3349263.3351314

[206] David R. Large, Gary Burnett, Elizabeth Crundall, Glyn Lawson, and Lee Skrypchuk. 2016. Twist It, Touch It, Push It, Swipe It:
Evaluating Secondary Input Devices for Use with an Automotive Touchscreen HMI. In Proceedings of the 8th International Conference
on Automotive User Interfaces and Interactive Vehicular Applications (Automotive’UI 16). Association for Computing Machinery, New
York, NY, USA, 161–168. https://doi.org/10.1145/3003715.3005459

[207] David R. Large, Gary Burnett, Elizabeth Crundall, Glyn Lawson, Lee Skrypchuk, and Alex Mouzakitis. 2019. Evaluating secondary
input devices to support an automotive touchscreen HMI: A cross-cultural simulator study conducted in the UK and China. Applied
Ergonomics 78 (July 2019), 184–196. https://doi.org/10.1016/j.apergo.2019.03.005

[208] David R. Large, Leigh Clark, Annie Quandt, Gary Burnett, and Lee Skrypchuk. 2017. Steering the conversation: A linguistic exploration
of natural language interactions with a digital assistant during simulated driving. Applied Ergonomics 63 (Sept. 2017), 53–61. https:
//doi.org/10.1016/j.apergo.2017.04.003

[209] David R. Large, Kyle Harrington, Gary Burnett, and Orestis Georgiou. 2019. Feel the noise: Mid-air ultrasound haptics as a novel
human-vehicle interaction paradigm. Applied Ergonomics 81 (Nov. 2019), 102909. https://doi.org/10.1016/j.apergo.2019.102909

[210] David R. Large, Kyle Harrington, Gary Burnett, Jacob Luton, Peter Thomas, and Pete Bennett. 2019. To Please in a Pod: Employing an
Anthropomorphic Agent-Interlocutor to Enhance Trust and User Experience in an Autonomous, Self-Driving Vehicle. In Proceedings of
the 11th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’19). Association for
Computing Machinery, New York, NY, USA, 49–59. https://doi.org/10.1145/3342197.3344545

[211] Felix Lauber and Andreas Butz. 2014. In-Your-Face, yet Unseen? Improving Head-Stabilized Warnings to Reduce Reaction Time. In
Proceedings of the SIGCHI Conference on Human Factors in Computing Systems (CHI ’14). Association for Computing Machinery, New
York, NY, USA, 3201–3204. https://doi.org/10.1145/2556288.2557063

[212] Felix Lauber, Claudius Böttcher, and Andreas Butz. 2014. You’ve Got the Look: Visualizing Infotainment Shortcuts in Head-Mounted
Displays. In Proceedings of the 6th International Conference on Automotive User Interfaces and Interactive Vehicular Applications
(AutomotiveUI ’14). Association for Computing Machinery, New York, NY, USA, 1–8. https://doi.org/10.1145/2667317.2667408

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1016/j.trf.2021.05.014
https://doi.org/10.1145/3239060.3239074
https://doi.org/10.1145/3239092.3265958
https://doi.org/10.1145/3239092.3265959
https://doi.org/10.1145/3290607.3313078
http://www.jstor.org/stable/2529310
https://doi.org/10.1145/2516540.2516558
https://doi.org/10.1145/3003715.3005408
https://doi.org/10.1145/3003715.3005408
https://doi.org/10.1145/3349263.3351314
https://doi.org/10.1145/3003715.3005459
https://doi.org/10.1016/j.apergo.2019.03.005
https://doi.org/10.1016/j.apergo.2017.04.003
https://doi.org/10.1016/j.apergo.2017.04.003
https://doi.org/10.1016/j.apergo.2019.102909
https://doi.org/10.1145/3342197.3344545
https://doi.org/10.1145/2556288.2557063
https://doi.org/10.1145/2667317.2667408


A Design Space for Human Sensor and Actuator Focused In-Vehicle Interaction Based on a Systematic Literature Review • 56:35

[213] Felix Lauber, Sophia Cook, and Andreas Butz. 2015. Content Destabilization for Head-Mounted Displays. In Proceedings of the
33rd Annual ACM Conference on Human Factors in Computing Systems. Association for Computing Machinery, New York, NY, USA,
2139–2142. https://doi.org/10.1145/2702123.2702161

[214] Felix Lauber, Anna Follmann, and Andreas Butz. 2014. What You See is What You Touch: Visualizing Touch Screen Interaction in the
Head-up Display. In Proceedings of the 2014 Conference on Designing Interactive Systems (DIS ’14). Association for Computing Machinery,
New York, NY, USA, 171–180. https://doi.org/10.1145/2598510.2598521

[215] Patrícia S Lavieri and Chandra R Bhat. 2019. Modeling individuals’ willingness to share trips with strangers in an autonomous vehicle
future. Transportation research part A: policy and practice 124 (2019), 242–261.

[216] John D Lee. 2008. Fifty years of driving safety research. Human factors 50, 3 (2008), 521–528.
[217] Jung Seung Lee, Ann-Na Cho, Yoonhee Jin, Jin Kim, Suran Kim, and Seung-Woo Cho. 2018. Bio-artificial tongue with tongue extracellular

matrix and primary taste cells. Biomaterials 151 (2018), 24–37.
[218] Key Jung Lee, Yeon Kyoung Joo, and Clifford Nass. 2014. Partially Intelligent Automobiles and Driving Experience at the Moment

of System Transition. In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems (CHI ’14). Association for
Computing Machinery, New York, NY, USA, 3631–3634. https://doi.org/10.1145/2556288.2557370

[219] Seul Chan Lee, Harsh Sanghavi, Sangjin Ko, and Myounghoon Jeon. 2019. Autonomous Driving with an Agent: Speech Style and
Embodiment. In Proceedings of the 11th International Conference on Automotive User Interfaces and Interactive Vehicular Applications:
Adjunct Proceedings (AutomotiveUI ’19). Association for Computing Machinery, New York, NY, USA, 209–214. https://doi.org/10.1145/
3349263.3351515

[220] Sang Hun Lee, Oh Seok Kwon, Hyun Seok Song, Seon Joo Park, Jong Hwan Sung, Jyongsik Jang, and Tai Hyun Park. 2012. Mimicking
the human smell sensing mechanism with an artificial nose platform. Biomaterials 33, 6 (2012), 1722–1729.

[221] Sang Hun Lee, Se-One Yoon, and Jae Hoon Shin. 2015. On-Wheel Finger Gesture Control for in-Vehicle Systems on Central Consoles. In
Adjunct Proceedings of the 7th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI
’15). Association for Computing Machinery, New York, NY, USA, 94–99. https://doi.org/10.1145/2809730.2809739

[222] Monica N. Lees, Joshua Cosman, John D. Lee, Shaun P. Vecera, Jeffrey D. Dawson, and Matthew Rizzo. 2012. Cross-modal warnings
for orienting attention in older drivers with and without attention impairments. Applied Ergonomics 43, 4 (July 2012), 768–776.
https://doi.org/10.1016/j.apergo.2011.11.012

[223] Gang Li andWan-Young Chung. 2018. Combined EEG-Gyroscope-tDCS BrainMachine Interface System for EarlyManagement of Driver
Drowsiness. An Empirical Investigation into How Users Adapt to 48, 1 (Feb. 2018), 50–62. https://doi.org/10.1109/THMS.2017.2759808

[224] Guofa Li, Fangping Zhu, Tingru Zhang, Ying Wang, Shengfan He, and Xingda Qu. 2018. Evaluation of Three In-Vehicle Interactions
from Drivers’ Driving Performance and Eye Movement behavior. In 2018 21st International Conference on Intelligent Transportation
Systems (ITSC). IEEE, Maui, HI, USA, 2086–2091. https://doi.org/10.1109/ITSC.2018.8569917

[225] Jingyi Li, Michael Braun, Andreas Butz, and Florian Alt. 2019. Designing Emotion-Aware in-Car Interactions for Unlike Markets. In
Proceedings of the 11th International Conference on Automotive User Interfaces and Interactive Vehicular Applications: Adjunct Proceedings
(AutomotiveUI ’19). Association for Computing Machinery, New York, NY, USA, 352–357. https://doi.org/10.1145/3349263.3351324

[226] Jingyi Li, Ceenu George, Andrea Ngao, Kai Holländer, Stefan Mayer, and Andreas Butz. 2020. An Exploration of Users’ Thoughts on Rear-
Seat Productivity in Virtual Reality. In 12th International Conference on Automotive User Interfaces and Interactive Vehicular Applications
(AutomotiveUI ’20). Association for Computing Machinery, New York, NY, USA, 92–95. https://doi.org/10.1145/3409251.3411732

[227] Shuo Li, Phil Blythe, Weihong Guo, Anil Namdeo, Simon Edwards, Paul Goodman, and Graeme Hill. 2019. Evaluation of the effects of
age-friendly human-machine interfaces on the driver’s takeover performance in highly automated vehicles. Transportation Research
Part F: Traffic Psychology and Behaviour 67 (Nov. 2019), 78–100. https://doi.org/10.1016/j.trf.2019.10.009

[228] Chin-Teng Lin, Jung-Tai King, Avinash Kumar Singh, Akshansh Gupta, Zhenyuan Ma, Jheng-Wei Lin, Alexei Manso Correa Machado,
Abhishek Appaji, and Mukesh Prasad. 2018. Voice Navigation Effects on Real-World Lane Change Driving Analysis Using an
Electroencephalogram. IEEE Access 6 (2018), 26483–26492. https://doi.org/10.1109/ACCESS.2018.2820161

[229] Shih-Chieh Lin, Chang-Hong Hsu, Walter Talamonti, Yunqi Zhang, Steve Oney, Jason Mars, and Lingjia Tang. 2018. Adasa: A
Conversational In-Vehicle Digital Assistant for Advanced Driver Assistance Features. In Proceedings of the 31st Annual ACM Symposium
on User Interface Software and Technology (UIST ’18). Association for Computing Machinery, New York, NY, USA, 531–542. https:
//doi.org/10.1145/3242587.3242593

[230] Patrick Lindemann, Niklas Müller, and Gerhard Rigolll. 2019. Exploring the Use of Augmented Reality Interfaces for Driver Assistance
in Short-Notice Takeovers. In 2019 IEEE Intelligent Vehicles Symposium (IV). IEEE, Paris, France, 804–809. https://doi.org/10.1109/IVS.
2019.8814237

[231] Patrick Lindemann and Gerhard Rigoll. 2017. Examining the Impact of See-Through Cockpits on Driving Performance in a Mixed
Reality Prototype. In Proceedings of the 9th International Conference on Automotive User Interfaces and Interactive Vehicular Applications
Adjunct (AutomotiveUI ’17). Association for Computing Machinery, New York, NY, USA, 83–87. https://doi.org/10.1145/3131726.3131754

[232] Sebastian Loehmann, Marc Landau, Moritz Koerber, and Andreas Butz. 2014. Heartbeat: Experience the Pulse of an Electric Vehicle. In
Proceedings of the 6th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’14).

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1145/2702123.2702161
https://doi.org/10.1145/2598510.2598521
https://doi.org/10.1145/2556288.2557370
https://doi.org/10.1145/3349263.3351515
https://doi.org/10.1145/3349263.3351515
https://doi.org/10.1145/2809730.2809739
https://doi.org/10.1016/j.apergo.2011.11.012
https://doi.org/10.1109/THMS.2017.2759808
https://doi.org/10.1109/ITSC.2018.8569917
https://doi.org/10.1145/3349263.3351324
https://doi.org/10.1145/3409251.3411732
https://doi.org/10.1016/j.trf.2019.10.009
https://doi.org/10.1109/ACCESS.2018.2820161
https://doi.org/10.1145/3242587.3242593
https://doi.org/10.1145/3242587.3242593
https://doi.org/10.1109/IVS.2019.8814237
https://doi.org/10.1109/IVS.2019.8814237
https://doi.org/10.1145/3131726.3131754


56:36 • Jansen et al.

Association for Computing Machinery, New York, NY, USA, 1–10. https://doi.org/10.1145/2667317.2667331
[233] Alexander Lotz, Nele Russwinkel, and Enrico Wohlfarth. 2019. Response times and gaze behavior of truck drivers in time critical

conditional automated driving take-overs. Transportation Research Part F: Traffic Psychology and Behaviour 64 (July 2019), 532–551.
https://doi.org/10.1016/j.trf.2019.06.008

[234] Yun Lu and Luzheng Bi. 2021. Human Behavior Model-Based Predictive Control of Longitudinal Brain-Controlled Driving. IEEE
Transactions on Intelligent Transportation Systems 22, 3 (March 2021), 1361–1374. https://doi.org/10.1109/TITS.2020.2969444

[235] Andreas Löcken, Anna-Katharina Frison, Vanessa Fahn, Dominik Kreppold, Maximilian Götz, and Andreas Riener. 2020. Increasing
User Experience and Trust in Automated Vehicles via an Ambient Light Display. In 22nd International Conference on Human-Computer
Interaction with Mobile Devices and Services (MobileHCI ’20). Association for Computing Machinery, New York, NY, USA, 1–10.
https://doi.org/10.1145/3379503.3403567

[236] Haiko Lüpsen. 2020. R-Funktionen zur Varianzanalyse. http://www.uni-koeln.de/~luepsen/R/. [Online; accessed 25-August-2021].
[237] Rachel H. Y. Ma, Andrew Morris, Paul Herriotts, and Stewart Birrell. 2021. Investigating what level of visual information inspires trust

in a user of a highly automated vehicle. Applied Ergonomics 90 (Jan. 2021), 103272. https://doi.org/10.1016/j.apergo.2020.103272
[238] Tomáš Macek, Tereza Kašparová, Jan Kleindienst, Ladislav Kunc, Martin Labský, and Jan Vystrčil. 2013. Mostly Passive Information

Delivery in a Car. In Proceedings of the 5th International Conference on Automotive User Interfaces and Interactive Vehicular Applications
(AutomotiveUI ’13). Association for Computing Machinery, New York, NY, USA, 250–253. https://doi.org/10.1145/2516540.2516572

[239] Juan Manuel Madrid, Carlos A. Arce-Lopera, and Fabian Lasso. 2018. Biometric Interface for Driver’s Stress Detection and Awareness. In
Adjunct Proceedings of the 10th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI
’18). Association for Computing Machinery, New York, NY, USA, 132–136. https://doi.org/10.1145/3239092.3265970

[240] Kirti Mahajan, David R. Large, Gary Burnett, and Nagendra R. Velaga. 2021. Exploring the benefits of conversing with a digital voice
assistant during automated driving: A parametric duration model of takeover time. Transportation Research Part F: Traffic Psychology
and Behaviour 80 (July 2021), 104–126. https://doi.org/10.1016/j.trf.2021.03.012

[241] Angela Mahr, Christoph Endres, Christian Müller, and Tanja Schneeberger. 2011. Determining Human-Centered Parameters of
Ergonomic Micro-Gesture Interaction for Drivers Using the Theater Approach. In Natural, Intuitive Finger Based Input as Substitut
(AutomotiveUI ’11). Association for Computing Machinery, New York, NY, USA, 151–158. https://doi.org/10.1145/2381416.2381441

[242] Udara E. Manawadu, Mitsuhiro Kamezaki, Masaaki Ishikawa, Takahiro Kawano, and Shigeki Sugano. 2017. A multimodal human-
machine interface enabling situation-adaptive control inputs for highly automated vehicles. In 2017 IEEE Intelligent Vehicles Symposium
(IV). IEEE, Los Angeles, CA, USA, 1195–1200. https://doi.org/10.1109/IVS.2017.7995875

[243] Hasmah Mansor, Muhammad Helmy Abdul Shukor, Siti Sarah Meskam, Nur Quraisyia Aqilah Mohd Rusli, and Nasiha Sakinah
Zamery. 2013. Body temperature measurement for remote health monitoring system. In 2013 IEEE International Conference on Smart
Instrumentation, Measurement and Applications (ICSIMA). IEEE, Kuala Lumpur, Malaysia, 1–5. https://doi.org/10.1109/ICSIMA.2013.
6717956

[244] Nicolai Marquardt and Saul Greenberg. 2015. Proxemic Interactions: From Theory to Practice. Synthesis Lectures on Human-Centered
Informatics 8, 1 (Feb. 2015), 1–199. https://doi.org/10.2200/S00619ED1V01Y201502HCI025 Publisher: Morgan & Claypool Publishers.

[245] Nikolas Martelaro, Jaime Teevan, and Shamsi T. Iqbal. 2019. An Exploration of Speech-Based Productivity Support in the Car. In
Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems. Association for Computing Machinery, New York, NY,
USA, 1–12. https://doi.org/10.1145/3290605.3300494

[246] Sujitha Martin, Ashish Tawari, Erik Murphy-Chutorian, Shinko Y Cheng, and Mohan Trivedi. 2012. On the design and evaluation of
robust head pose for visual user interfaces: Algorithms, databases, and comparisons. In Proceedings of the 4th International Conference
on Automotive User Interfaces and Interactive Vehicular Applications. ACM, New Hampshire, USA, 149–154.

[247] Keenan R. May, Thomas M. Gable, and Bruce N. Walker. 2017. Designing an In-Vehicle Air Gesture Set Using Elicitation Methods. In
Proceedings of the 9th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’17).
Association for Computing Machinery, New York, NY, USA, 74–83. https://doi.org/10.1145/3122986.3123015

[248] Mark McGill, Alexander Ng, and Stephen Brewster. 2017. I Am The Passenger: How Visual Motion Cues Can Influence Sickness For
In-Car VR. In Proceedings of the 2017 CHI Conference on Human Factors in Computing Systems. Association for Computing Machinery,
New York, NY, USA, 5655–5668. https://doi.org/10.1145/3025453.3026046

[249] Mark McGill, Julie Williamson, Alexander Ng, Frank Pollick, and Stephen Brewster. 2020. Challenges in passenger use of mixed reality
headsets in cars and other transportation. Virtual Reality 24, 4 (2020), 583–603.

[250] Alexander Meschtscherjakov, Christine Döttlinger, Tim Kaiser, and Manfred Tscheligi. 2020. Chase Lights in the Peripheral View:
How the Design of Moving Patterns on an LED Strip Influences the Perception of Speed in an Automotive Context. In Proceedings of
the 2020 CHI Conference on Human Factors in Computing Systems. Association for Computing Machinery, New York, NY, USA, 1–9.
https://doi.org/10.1145/3313831.3376203

[251] Alexander Meschtscherjakov, Alina Krischkowsky, Katja Neureiter, Alexander Mirnig, Axel Baumgartner, Verena Fuchsberger, and
Manfred Tscheligi. 2016. Active Corners: Collaborative In-Car Interaction Design. In Proceedings of the 2016 ACM Conference on
Designing Interactive Systems (DIS ’16). Association for Computing Machinery, New York, NY, USA, 1136–1147. https://doi.org/10.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1145/2667317.2667331
https://doi.org/10.1016/j.trf.2019.06.008
https://doi.org/10.1109/TITS.2020.2969444
https://doi.org/10.1145/3379503.3403567
http://www.uni-koeln.de/~luepsen/R/
https://doi.org/10.1016/j.apergo.2020.103272
https://doi.org/10.1145/2516540.2516572
https://doi.org/10.1145/3239092.3265970
https://doi.org/10.1016/j.trf.2021.03.012
https://doi.org/10.1145/2381416.2381441
https://doi.org/10.1109/IVS.2017.7995875
https://doi.org/10.1109/ICSIMA.2013.6717956
https://doi.org/10.1109/ICSIMA.2013.6717956
https://doi.org/10.2200/S00619ED1V01Y201502HCI025
https://doi.org/10.1145/3290605.3300494
https://doi.org/10.1145/3122986.3123015
https://doi.org/10.1145/3025453.3026046
https://doi.org/10.1145/3313831.3376203
https://doi.org/10.1145/2901790.2901872
https://doi.org/10.1145/2901790.2901872


A Design Space for Human Sensor and Actuator Focused In-Vehicle Interaction Based on a Systematic Literature Review • 56:37

1145/2901790.2901872
[252] Abhijai Miglani, Cyriel Diels, and Jacques Terken. 2016. Compatibility between Trust and Non-Driving Related Tasks in UI Design

for Highly and Fully Automated Driving. In Adjunct Proceedings of the 8th International Conference on Automotive User Interfaces
and Interactive Vehicular Applications (AutomotiveUI ’16 Adjunct). Association for Computing Machinery, New York, NY, USA, 75–80.
https://doi.org/10.1145/3004323.3004331

[253] Eve Mitsopoulos-Rubens, Margaret J. Trotter, and Michael G. Lenné. 2011. Effects on driving performance of interacting with an
in-vehicle music player: A comparison of three interface layout concepts for information presentation. Applied Ergonomics 42, 4 (May
2011), 583–591. https://doi.org/10.1016/j.apergo.2010.08.017

[254] David Moher, Alessandro Liberati, Jennifer Tetzlaff, Douglas G Altman, Prisma Group, et al. 2009. Preferred reporting items for
systematic reviews and meta-analyses: the PRISMA statement. PLoS med 6, 7 (2009), e1000097.

[255] David Moher, Larissa Shamseer, Mike Clarke, Davina Ghersi, Alessandro Liberati, Mark Petticrew, Paul Shekelle, Lesley A Stewart,
et al. 2015. Preferred reporting items for systematic review and meta-analysis protocols (PRISMA-P) 2015 statement. Systematic reviews
4, 1 (2015), 1.

[256] Brian Mok, Mishel Johns, Stephen Yang, and Wendy Ju. 2017. Actions speak louder: Effects of a transforming steering wheel on
post-transition driver performance. In 2017 IEEE 20th International Conference on Intelligent Transportation Systems (ITSC). IEEE,
Yokohama, Japan, 1–8. https://doi.org/10.1109/ITSC.2017.8317878

[257] Brian Mok, Mishel Johns, Stephen Yang, and Wendy Ju. 2017. Reinventing the Wheel: Transforming Steering Wheel Systems for
Autonomous Vehicles. In Proceedings of the 30th Annual ACM Symposium on User Interface Software and Technology (UIST ’17).
Association for Computing Machinery, New York, NY, USA, 229–241. https://doi.org/10.1145/3126594.3126655

[258] Lia Morra, Fabrizio Lamberti, F. Gabriele Pratticó, Salvatore La Rosa, and Paolo Montuschi. 2019. Building Trust in Autonomous
Vehicles: Role of Virtual Reality Driving Simulators in HMI Design. Toward Adaptive Trust Calibration for Level 2 Driv 68, 10 (Oct.
2019), 9438–9450. https://doi.org/10.1109/TVT.2019.2933601

[259] Adiyan Mujibiya. 2015. Haptic feedback companion for Body Area Network using body-carried electrostatic charge. In 2015 IEEE
International Conference on Consumer Electronics (ICCE). IEEE, Las Vegas, NV, USA, 571–572. https://doi.org/10.1109/ICCE.2015.7066530
ISSN: 2158-4001.

[260] Daniel Munger, Bruce Mehler, Bryan Reimer, Jonathan Dobres, Anthony Pettinato, Brahmi Pugh, and Joseph F. Coughlin. 2014. A
Simulation Study Examining Smartphone Destination Entry While Driving. In Proceedings of the 6th International Conference on
Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’14). Association for Computing Machinery, New York,
NY, USA, 1–5. https://doi.org/10.1145/2667317.2667349

[261] Prajval Murali, Mohsen Kaboli, Ravinder Dahiya, Kumar Prajval, and Ravinder Dahiya. 2021. Intelligent In-Vehicle Interaction Technologies.
Advanced Intelligent Systems, Weinheim, Germany.

[262] Martin Murer, David Wilfinger, Alexander Meschtscherjakov, Sebastian Osswald, and Manfred Tscheligi. 2012. Exploring the Back of
the Steering Wheel: Text Input with Hands on the Wheel and Eyes on the Road. In Mobile Devices as Infotainment User Interfaces in
(AutomotiveUI ’12). Association for Computing Machinery, New York, NY, USA, 117–120. https://doi.org/10.1145/2390256.2390275

[263] Erik Murphy-Chutorian and Mohan Manubhai Trivedi. 2010. Head pose estimation and augmented reality tracking: An integrated
system and evaluation for monitoring driver awareness. IEEE Transactions on intelligent transportation systems 11, 2 (2010), 300–311.

[264] Pratyush Nandi, Anubhav Mishra, Pranav Kedia, and Madhav Rao. 2020. Design of a real-time autonomous in-cabin sensory
system to detect passenger anomaly. In 2020 IEEE Intelligent Vehicles Symposium (IV). IEEE, Las Vegas, NV, USA, 202–206. https:
//doi.org/10.1109/IV47402.2020.9304666

[265] Takuji Narumi, Shinya Nishizaka, Takashi Kajinami, Tomohiro Tanikawa, and Michitaka Hirose. 2011. Augmented reality flavors:
gustatory display based on edible marker and cross-modal interaction. In Proceedings of the SIGCHI Conference on Human Factors in
Computing Systems. Association for Computing Machinery, New York, NY, USA, 93–102. https://doi.org/10.1145/1978942.1978957

[266] Takuji Narumi, Munehiko Sato, Tomohiro Tanikawa, and Michitaka Hirose. 2010. Evaluating cross-sensory perception of superimposing
virtual color onto real drink: toward realization of pseudo-gustatory displays. In Proceedings of the 1st Augmented Human International
Conference (AH ’10). Association for Computing Machinery, New York, NY, USA, 1–6. https://doi.org/10.1145/1785455.1785473

[267] Kazunari Nawa, Naiwala P. Chandrasiri, Tadashi Yanagihara, and Kentaro Oguchi. 2012. Information Analysis and Presentation
Based on Cyber Physical System for Automobiles. In Proceedings of the 4th International Conference on Automotive User Interfaces
and Interactive Vehicular Applications (AutomotiveUI ’12). Association for Computing Machinery, New York, NY, USA, 273–276.
https://doi.org/10.1145/2390256.2390302

[268] Alexander Ng and Stephen Brewster. 2017. An Evaluation of Touch and Pressure-Based Scrolling and Haptic Feedback for In-Car
Touchscreens. In Proceedings of the 9th International Conference on Automotive User Interfaces and Interactive Vehicular Applications
(AutomotiveUI ’17). Association for Computing Machinery, New York, NY, USA, 11–20. https://doi.org/10.1145/3122986.3122997

[269] Alexander Ng and Stephen A. Brewster. 2016. Investigating Pressure Input and Haptic Feedback for In-Car Touchscreens and
Touch Surfaces. In Proceedings of the 8th International Conference on Automotive User Interfaces and Interactive Vehicular Applications
(Automotive’UI 16). Association for Computing Machinery, New York, NY, USA, 121–128. https://doi.org/10.1145/3003715.3005420

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1145/2901790.2901872
https://doi.org/10.1145/2901790.2901872
https://doi.org/10.1145/3004323.3004331
https://doi.org/10.1016/j.apergo.2010.08.017
https://doi.org/10.1109/ITSC.2017.8317878
https://doi.org/10.1145/3126594.3126655
https://doi.org/10.1109/TVT.2019.2933601
https://doi.org/10.1109/ICCE.2015.7066530
https://doi.org/10.1145/2667317.2667349
https://doi.org/10.1145/2390256.2390275
https://doi.org/10.1109/IV47402.2020.9304666
https://doi.org/10.1109/IV47402.2020.9304666
https://doi.org/10.1145/1978942.1978957
https://doi.org/10.1145/1785455.1785473
https://doi.org/10.1145/2390256.2390302
https://doi.org/10.1145/3122986.3122997
https://doi.org/10.1145/3003715.3005420


56:38 • Jansen et al.

[270] Alexander Ng, Stephen A. Brewster, Frank Beruscha, and Wolfgang Krautter. 2017. An Evaluation of Input Controls for In-Car
Interactions. In Proceedings of the 2017 CHI Conference on Human Factors in Computing Systems. Association for Computing Machinery,
New York, NY, USA, 2845–2852. https://doi.org/10.1145/3025453.3025736

[271] Jun Nishida, Kanako Takahashi, and Kenji Suzuki. 2015. A wearable stimulation device for sharing and augmenting kinesthetic feedback.
In Proceedings of the 6th Augmented Human International Conference (AH ’15). Association for Computing Machinery, New York, NY,
USA, 211–212. https://doi.org/10.1145/2735711.2735775

[272] ISO/TC 159/SC 4 Ergonomics of human-system interaction. 2011. Ergonomics of human-system interaction — Part 910: Framework for
tactile and haptic interaction. Standard. International Organization for Standardization, Geneva, CH.

[273] Eshed Ohn-Bar, Cuong Tran, and Mohan Trivedi. 2012. Hand Gesture-Based Visual User Interface for Infotainment. In Proceedings of
the 4th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’12). Association for
Computing Machinery, New York, NY, USA, 111–115. https://doi.org/10.1145/2390256.2390274

[274] Eshed Ohn-Bar and Mohan Manubhai Trivedi. 2016. Looking at humans in the age of self-driving and highly automated vehicles. IEEE
Transactions on Intelligent Vehicles 1, 1 (2016), 90–104.

[275] Luis Oliveira, Christopher Burns, Jacob Luton, Sumeet Iyer, and Stewart Birrell. 2020. The influence of system transparency on trust:
Evaluating interfaces in a highly automated vehicle. Transportation Research Part F: Traffic Psychology and Behaviour 72 (July 2020),
280–296. https://doi.org/10.1016/j.trf.2020.06.001

[276] Luis Oliveira, Jacob Luton, Sumeet Iyer, Chris Burns, Alexandros Mouzakitis, Paul Jennings, and Stewart Birrell. 2018. Evaluating
How Interfaces Influence the User Interaction with Fully Autonomous Vehicles. In Proceedings of the 10th International Conference on
Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’18). Association for Computing Machinery, New York,
NY, USA, 320–331. https://doi.org/10.1145/3239060.3239065

[277] Sebastian Osswald, Daniel Zehe, Philipp Mundhenk, Pratik Sheth, Martin Schaller, Stephan Schickram, and Daniel Gleyzes. 2013. HMI
Development for a Purpose-Built Electric Taxi in Singapore. In Proceedings of the 15th International Conference on Human-Computer
Interaction with Mobile Devices and Services (MobileHCI ’13). Association for Computing Machinery, New York, NY, USA, 434–439.
https://doi.org/10.1145/2493190.2494089

[278] Neli Ovcharova, Michael Fausten, and Frank Gauterin. 2012. Effectiveness of forward collision warnings for different driver attention
states. In 2012 IEEE Intelligent Vehicles Symposium. IEEE, Madrid, Spain, 944–949. https://doi.org/10.1109/IVS.2012.6232232

[279] Matthew J. Page, Joanne E. McKenzie, Patrick M. Bossuyt, Isabelle Boutron, Tammy C. Hoffmann, Cynthia D. Mulrow, Larissa Shamseer,
Jennifer M. Tetzlaff, Elie A. Akl, Sue E. Brennan, Roger Chou, Julie Glanville, Jeremy M. Grimshaw, Asbjørn Hróbjartsson, Manoj M.
Lalu, Tianjing Li, Elizabeth W. Loder, Evan Mayo-Wilson, Steve McDonald, Luke A. McGuinness, Lesley A. Stewart, James Thomas,
Andrea C. Tricco, Vivian A. Welch, Penny Whiting, and David Moher. 2021. The PRISMA 2020 statement: an updated guideline for
reporting systematic reviews. Systematic Reviews 10, 1 (March 2021), 89. https://doi.org/10.1186/s13643-021-01626-4

[280] Madhukar Pai, Michael McCulloch, Jennifer D Gorman, Nitika Pai, Wayne Enanoria, Gail Kennedy, Prathap Tharyan, and John M
Colford Jr. 2004. Systematic reviews and meta-analyses: an illustrated, step-by-step guide. The National medical journal of India 17, 2
(2004), 86–95.

[281] Erfan Pakdamanian, Shili Sheng, Sonia Baee, Seongkook Heo, Sarit Kraus, and Lu Feng. 2021. DeepTake: Prediction of Driver Takeover
Behavior Using Multimodal Data. In Proceedings of the 2021 CHI Conference on Human Factors in Computing Systems. Association for
Computing Machinery, New York, NY, USA. https://doi.org/10.1145/3411764.3445563

[282] Stefan Palan and Christian Schitter. 2018. Prolific.ac—A subject pool for online experiments. Journal of Behavioral and Experimental
Finance 17 (2018), 22–27. https://doi.org/10.1016/j.jbef.2017.12.004

[283] Daniel Pamungkas and Koren Ward. 2015. Tactile sensing system using electro-tactile feedback. In 2015 6th International Conference on
Automation, Robotics and Applications (ICARA). IEEE, Queenstown, New Zealand, 295–299. https://doi.org/10.1109/ICARA.2015.7081163

[284] Michael Panzirsch and Bernhard Weber. 2015. A 3DoF-sidestick user interface for four wheel independent steering vehicles. In 2015
IEEE Intelligent Vehicles Symposium (IV). IEEE, Seoul, Korea (South), 1310–1315. https://doi.org/10.1109/IVS.2015.7225897

[285] David Perlman, Aubrey Samost, August G. Domel, Bruce Mehler, Jonathan Dobres, and Bryan Reimer. 2019. The relative impact of
smartwatch and smartphone use while driving on workload, attention, and driving performance. Applied Ergonomics 75 (Feb. 2019),
8–16. https://doi.org/10.1016/j.apergo.2018.09.001

[286] Sebastiaan Petermeijer, Pavlo Bazilinskyy, Klaus Bengler, and Joost de Winter. 2017. Take-over again: Investigating multimodal and
directional TORs to get the driver back into the loop. Applied Ergonomics 62 (July 2017), 204–215. https://doi.org/10.1016/j.apergo.
2017.02.023

[287] Max Pfeiffer, Stefan Schneegass, Florian Alt, and Michael Rohs. 2014. Let me grab this: a comparison of EMS and vibration for haptic
feedback in free-hand interaction. In Proceedings of the 5th Augmented Human International Conference (AH ’14). Association for
Computing Machinery, New York, NY, USA, 1–8. https://doi.org/10.1145/2582051.2582099

[288] Bastian Pfleging, Maurice Rang, and Nora Broy. 2016. Investigating User Needs for Non-Driving-Related Activities during Automated
Driving. In Proceedings of the 15th International Conference on Mobile and Ubiquitous Multimedia (Rovaniemi, Finland) (MUM ’16).
Association for Computing Machinery, New York, NY, USA, 91–99. https://doi.org/10.1145/3012709.3012735

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1145/3025453.3025736
https://doi.org/10.1145/2735711.2735775
https://doi.org/10.1145/2390256.2390274
https://doi.org/10.1016/j.trf.2020.06.001
https://doi.org/10.1145/3239060.3239065
https://doi.org/10.1145/2493190.2494089
https://doi.org/10.1109/IVS.2012.6232232
https://doi.org/10.1186/s13643-021-01626-4
https://doi.org/10.1145/3411764.3445563
https://doi.org/10.1016/j.jbef.2017.12.004
https://doi.org/10.1109/ICARA.2015.7081163
https://doi.org/10.1109/IVS.2015.7225897
https://doi.org/10.1016/j.apergo.2018.09.001
https://doi.org/10.1016/j.apergo.2017.02.023
https://doi.org/10.1016/j.apergo.2017.02.023
https://doi.org/10.1145/2582051.2582099
https://doi.org/10.1145/3012709.3012735


A Design Space for Human Sensor and Actuator Focused In-Vehicle Interaction Based on a Systematic Literature Review • 56:39

[289] Bastian Pfleging, Stefan Schneegass, and Albrecht Schmidt. 2012. Multimodal Interaction in the Car: Combining Speech and Gestures on
the Steering Wheel. In Proceedings of the 4th International Conference on Automotive User Interfaces and Interactive Vehicular Applications
(AutomotiveUI ’12). Association for Computing Machinery, New York, NY, USA, 155–162. https://doi.org/10.1145/2390256.2390282

[290] Minh Tien Phan, Indira Thouvenin, and Vincent Frémont. 2016. Enhancing the driver awareness of pedestrian using augmented reality
cues. In 2016 IEEE 19th International Conference on Intelligent Transportation Systems (ITSC). IEEE, Rio de Janeiro, Brazil, 1298–1304.
https://doi.org/10.1109/ITSC.2016.7795724

[291] Jürgen Pichen, Martin Baumann, and Tanja Stoll. 2019. Stuck behind a Truck: A Cooperative Interaction Design Approach to Efficiently
Cope with the Limitations of Automated Systems. In Proceedings of the 11th International Conference on Automotive User Interfaces and
Interactive Vehicular Applications: Adjunct Proceedings (AutomotiveUI ’19). Association for Computing Machinery, New York, NY, USA,
199–204. https://doi.org/10.1145/3349263.3351519

[292] Ioannis Politis, Stephen Brewster, and Frank Pollick. 2015. To Beep or Not to Beep? Comparing Abstract versus Language-Based
Multimodal Driver Displays. In Proceedings of the 33rd Annual ACM Conference on Human Factors in Computing Systems. Association
for Computing Machinery, New York, NY, USA, 3971–3980. https://doi.org/10.1145/2702123.2702167

[293] Ioannis Politis, Stephen A. Brewster, and Frank Pollick. 2014. Evaluating Multimodal Driver Displays under Varying Situational
Urgency. In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems (CHI ’14). Association for Computing
Machinery, New York, NY, USA, 4067–4076. https://doi.org/10.1145/2556288.2556988

[294] Ioannis Politis, Patrick Langdon, Damilola Adebayo, Mike Bradley, P. John Clarkson, Lee Skrypchuk, Alexander Mouzakitis, Alexander
Eriksson, James W. H. Brown, Kirsten Revell, and Neville Stanton. 2018. An Evaluation of Inclusive Dialogue-Based Interfaces for
the Takeover of Control in Autonomous Cars. In 23rd International Conference on Intelligent User Interfaces (IUI ’18). Association for
Computing Machinery, New York, NY, USA, 601–606. https://doi.org/10.1145/3172944.3172990

[295] Filipe Quintal and Marco Lima. 2021. HapWheel: In-Car Infotainment System Feedback Using Haptic and HoveringTechniques. IEEE
Transactions on Haptics 1 (2021), 1–1. https://doi.org/10.1109/TOH.2021.3095763

[296] Roope Raisamo. 1999. Multimodal Human-Computer Interaction: a constructive and empirical study. Tampere University Press, Tampere,
Finland.

[297] Nimesha Ranasinghe and Ellen Yi-Luen Do. 2016. Digital Lollipop: Studying Electrical Stimulation on the Human Tongue to Simulate
Taste Sensations. ACM Transactions on Multimedia Computing, Communications, and Applications 13, 1 (Oct. 2016), 5:1–5:22. https:
//doi.org/10.1145/2996462

[298] Akshay Rangesh, Nachiket Deo, Kevan Yuen, Kirill Pirozhenko, Pujitha Gunaratne, Heishiro Toyoda, and Mohan M. Trivedi. 2018.
Exploring the Situational Awareness of Humans inside Autonomous Vehicles. In 2018 21st International Conference on Intelligent
Transportation Systems (ITSC). IEEE, Maui, HI, USA, 190–197. https://doi.org/10.1109/ITSC.2018.8570001

[299] Michael A Regan, Charlene Hallett, and Craig P Gordon. 2011. Driver distraction and driver inattention: Definition, relationship and
taxonomy. Accident Analysis & Prevention 43, 5 (2011), 1771–1781.

[300] Bryan Reimer, Bruce Mehler, Jonathan Dobres, Hale McAnulty, Alea Mehler, Daniel Munger, and Adrian Rumpold. 2014. Effects of
an ’Expert Mode’ Voice Command System on Task Performance, Glance Behavior &amp; Driver Physiology. In Proceedings of the
6th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’14). Association for
Computing Machinery, New York, NY, USA, 1–9. https://doi.org/10.1145/2667317.2667320

[301] Bryan Reimer, Bruce Mehler, Ying Wang, Alea Mehler, Hale McAnulty, Erin Mckissick, Joseph F. Coughlin, Steve Matteson, Vladimir
Levantovsky, David Gould, Nadine Chahine, and Geoff Greve. 2012. An Exploratory Study on the Impact of Typeface Design
in a Text Rich User Interface on Off-Road Glance Behavior. In Proceedings of the 4th International Conference on Automotive User
Interfaces and Interactive Vehicular Applications (AutomotiveUI ’12). Association for Computing Machinery, New York, NY, USA, 25–32.
https://doi.org/10.1145/2390256.2390260

[302] Katharina Reinmueller, Linda Koehler, andMarco Steinhauser. 2018. Adaptive warning signals adjusted to driver passenger conversation:
Impact of system awareness on behavioral adaptations. Transportation Research Part F: Traffic Psychology and Behaviour 58 (Oct. 2018),
242–252. https://doi.org/10.1016/j.trf.2018.06.013

[303] Gilles Reymond and Andras Kemeny. 2000. Motion Cueing in the Renault Driving Simulator. Vehicle System Dy-
namics 34, 4 (Oct. 2000), 249–259. https://doi.org/10.1076/vesd.34.4.249.2059 Publisher: Taylor & Francis _eprint:
https://www.tandfonline.com/doi/pdf/10.1076/vesd.34.4.249.2059.

[304] Hendrik Richter, Felix Manke, and Moriel Seror. 2013. LiquiTouch: liquid as a medium for versatile tactile feedback on touch surfaces.
In Proceedings of the 7th International Conference on Tangible, Embedded and Embodied Interaction (TEI ’13). Association for Computing
Machinery, New York, NY, USA, 315–318. https://doi.org/10.1145/2460625.2460678

[305] Bernhard E. Riecke and Daniel Feuereissen. 2012. To move or not to move: can active control and user-driven motion cueing enhance
self-motion perception ("vection") in virtual reality?. In Proceedings of the ACM Symposium on Applied Perception (SAP ’12). Association
for Computing Machinery, New York, NY, USA, 17–24. https://doi.org/10.1145/2338676.2338680

[306] Andreas Riegler, Bilal Aksoy, Andreas Riener, and Clemens Holzmann. 2020. Gaze-Based Interaction with Windshield Displays
for Automated Driving: Impact of Dwell Time and Feedback Design on Task Performance and Subjective Workload. In In-Vehicle

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1145/2390256.2390282
https://doi.org/10.1109/ITSC.2016.7795724
https://doi.org/10.1145/3349263.3351519
https://doi.org/10.1145/2702123.2702167
https://doi.org/10.1145/2556288.2556988
https://doi.org/10.1145/3172944.3172990
https://doi.org/10.1109/TOH.2021.3095763
https://doi.org/10.1145/2996462
https://doi.org/10.1145/2996462
https://doi.org/10.1109/ITSC.2018.8570001
https://doi.org/10.1145/2667317.2667320
https://doi.org/10.1145/2390256.2390260
https://doi.org/10.1016/j.trf.2018.06.013
https://doi.org/10.1076/vesd.34.4.249.2059
https://doi.org/10.1145/2460625.2460678
https://doi.org/10.1145/2338676.2338680


56:40 • Jansen et al.

Visual Search Assistant System Designs (AutomotiveUI ’20). Association for Computing Machinery, New York, NY, USA, 151–160.
https://doi.org/10.1145/3409120.3410654

[307] Andreas Riegler, Andreas Riener, and Clemens Holzmann. 2019. AutoWSD: Virtual Reality Automated Driving Simulator for Rapid
HCI Prototyping. In Proceedings of Mensch Und Computer 2019 (Hamburg, Germany) (MuC’19). Association for Computing Machinery,
New York, NY, USA, 853–857. https://doi.org/10.1145/3340764.3345366

[308] Andreas Riener. 2012. Subliminal Persuasion and Its Potential for Driver Behavior Adaptation. IEEE Transactions on Intelligent
Transportation Systems 13, 1 (March 2012), 71–80. https://doi.org/10.1109/TITS.2011.2178838

[309] A. Riener, A. Ferscha, F. Bachmair, P. Hagmüller, A. Lemme, D. Muttenthaler, D. Pühringer, H. Rogner, A. Tappe, and F. Weger. 2013.
Standardization of the In-Car Gesture Interaction Space. In Embedded recurrent network for head pose estimatio (AutomotiveUI ’13).
Association for Computing Machinery, New York, NY, USA, 14–21. https://doi.org/10.1145/2516540.2516544

[310] Andreas Riener and Philipp Wintersberger. 2011. Natural, Intuitive Finger Based Input as Substitution for Traditional Vehicle Control.
In Proceedings of the 3rd International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’11).
Association for Computing Machinery, New York, NY, USA, 159–166. https://doi.org/10.1145/2381416.2381442

[311] Michael Rietzler, Gabriel Haas, Thomas Dreja, Florian Geiselhart, and Enrico Rukzio. 2019. Virtual Muscle Force: Communicating
Kinesthetic Forces Through Pseudo-Haptic Feedback and Muscle Input. In Proceedings of the 32nd Annual ACM Symposium on
User Interface Software and Technology (UIST ’19). Association for Computing Machinery, New York, NY, USA, 913–922. https:
//doi.org/10.1145/3332165.3347871

[312] Michael Rietzler, Teresa Hirzle, Jan Gugenheimer, Julian Frommel, Thomas Dreja, and Enrico Rukzio. 2018. VRSpinning: Exploring the
Design Space of a 1D Rotation Platform to Increase the Perception of Self-Motion in VR. In Proceedings of the 2018 Designing Interactive
Systems Conference (DIS ’18). Association for Computing Machinery, New York, NY, USA, 99–108. https://doi.org/10.1145/3196709.
3196755

[313] Lena Rittger, Katharina Reinmueller, and Andrea Kiesel. 2017. Measuring information demand of a dynamic in-vehicle display while
driving – A study evaluating the MARS (Masking Action Relevant Stimuli) method. Transportation Research Part F: Traffic Psychology
and Behaviour 51 (Nov. 2017), 14–23. https://doi.org/10.1016/j.trf.2017.08.009

[314] Chloe J. Robbins, Harriet A. Allen, and Peter Chapman. 2019. Comparing drivers’ visual attention at Junctions in Real and Simulated
Environments. Applied Ergonomics 80 (Oct. 2019), 89–101. https://doi.org/10.1016/j.apergo.2019.05.005

[315] Raquel Robinson, Katelyn Wiley, Amir Rezaeivahdati, Madison Klarkowski, and Regan L. Mandryk. 2020. "Let’s Get Physiological,
Physiological!": A Systematic Review of Affective Gaming. Association for Computing Machinery, New York, NY, USA, 132–147.
https://doi.org/10.1145/3410404.3414227

[316] Florian Roider, Lars Reisig, and Tom Gross. 2018. Just Look: The Benefits of Gaze-Activated Voice Input in the Car. In Adjunct
Proceedings of the 10th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’18).
Association for Computing Machinery, New York, NY, USA, 210–214. https://doi.org/10.1145/3239092.3265968

[317] Florian Roider, Sonja Rümelin, Bastian Pfleging, and Tom Gross. 2017. The Effects of Situational Demands on Gaze, Speech and Gesture
Input in the Vehicle. In Proceedings of the 9th International Conference on Automotive User Interfaces and Interactive Vehicular Applications
(AutomotiveUI ’17). Association for Computing Machinery, New York, NY, USA, 94–102. https://doi.org/10.1145/3122986.3122999

[318] Jonathan Samuel Romero-González, Huizilopoztli Luna-García, José M Celaya-Padilla, Hamurabi Gamboa-Rosales, Jorge I Galván-
Tejada, Carlos E Galván-Tejada, José G Arceo-Olague, and Roberto Solís-Robles. 2019. Alcohol Detection in a Car’s Cab Using MQ3
and First Approaches to Sensing: Laboratory Tests. In Iberoamerican Workshop on Human-Computer Interaction. Springer, Springer,
Switzerland, 73–84.

[319] Rahat Jahangir Rony and Nova Ahmed. 2020. Development of a Low Cost Wearable with Mobile Sensing to Monitor Driving Stress
through HRV. In Towards selecting robust hand gestures for automot (AsianCHI ’20). Association for Computing Machinery, New York,
NY, USA, 37–40. https://doi.org/10.1145/3391203.3391213

[320] Felix Ros, Jacques Terken, Frank van Valkenhoef, Zane Amiralis, and Stefan Beckmann. 2018. Scribble Your Way Through Traffic. In
Adjunct Proceedings of the 10th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI
’18). Association for Computing Machinery, New York, NY, USA, 230–234. https://doi.org/10.1145/3239092.3267849

[321] Yea-Kyung Row, Chang Min Kim, and Tek-Jin Nam. 2016. DooBoo: Pet-Like Interactive Dashboard towards Emotional Electric Vehicle.
In Proceedings of the 2016 CHI Conference Extended Abstracts on Human Factors in Computing Systems (CHI EA ’16). Association for
Computing Machinery, New York, NY, USA, 2673–2680. https://doi.org/10.1145/2851581.2892460

[322] Sonja Rümelin, Chadly Marouane, and Andreas Butz. 2013. Free-Hand Pointing for Identification and Interaction with Distant Objects.
In Proceedings of the 5th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’13).
Association for Computing Machinery, New York, NY, USA, 40–47. https://doi.org/10.1145/2516540.2516556

[323] Shadan Sadeghian Borojeni, Susanne C.J. Boll, Wilko Heuten, Heinrich H. Bülthoff, and Lewis Chuang. 2018. Feel the Movement: Real
Motion Influences Responses to Take-over Requests in Highly Automated Vehicles. In Proceedings of the 2018 CHI Conference on Human
Factors in Computing Systems. Association for ComputingMachinery, NewYork, NY, USA, 1–13. https://doi.org/10.1145/3173574.3173820

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1145/3409120.3410654
https://doi.org/10.1145/3340764.3345366
https://doi.org/10.1109/TITS.2011.2178838
https://doi.org/10.1145/2516540.2516544
https://doi.org/10.1145/2381416.2381442
https://doi.org/10.1145/3332165.3347871
https://doi.org/10.1145/3332165.3347871
https://doi.org/10.1145/3196709.3196755
https://doi.org/10.1145/3196709.3196755
https://doi.org/10.1016/j.trf.2017.08.009
https://doi.org/10.1016/j.apergo.2019.05.005
https://doi.org/10.1145/3410404.3414227
https://doi.org/10.1145/3239092.3265968
https://doi.org/10.1145/3122986.3122999
https://doi.org/10.1145/3391203.3391213
https://doi.org/10.1145/3239092.3267849
https://doi.org/10.1145/2851581.2892460
https://doi.org/10.1145/2516540.2516556
https://doi.org/10.1145/3173574.3173820


A Design Space for Human Sensor and Actuator Focused In-Vehicle Interaction Based on a Systematic Literature Review • 56:41

[324] SAE-International. 2021. Taxonomy and Definitions for Terms Related to Driving Automation Systems for On-Road Motor Vehicles.
https://www.sae.org/standards/content/j3016_202104/. [Online; accessed: 24-August-2021].

[325] Clemens Schartmüller and Andreas Riener. 2020. Sick of Scents: Investigating Non-invasive Olfactory Motion Sickness Mitigation in
Automated Driving. In 12th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI
’20). Association for Computing Machinery, New York, NY, USA, 30–39. https://doi.org/10.1145/3409120.3410650

[326] Clemens Schartmüller, Klemens Weigl, Philipp Wintersberger, Andreas Riener, and Marco Steinhauser. 2019. Text Comprehension:
Heads-Up vs. Auditory Displays: Implications for a Productive Work Environment in SAE Level 3 Automated Vehicles. In Proceedings
of the 11th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’19). Association
for Computing Machinery, New York, NY, USA, 342–354. https://doi.org/10.1145/3342197.3344547

[327] Clemens Schartmüller, Philipp Wintersberger, Anna-Katharina Frison, and Andreas Riener. 2019. Type-o-Steer: Reimagining the
Steering Wheel for Productive Non-Driving Related Tasks in Conditionally Automated Vehicles. In Twist It, Touch It, Push It, Swipe It
Evaluating. IEEE, Paris, France, 1699–1706. https://doi.org/10.1109/IVS.2019.8814088

[328] F. Schewe and M. Vollrath. 2020. Ecological interface design effectively reduces cognitive workload – The example of HMIs for speed
control. Transportation Research Part F: Traffic Psychology and Behaviour 72 (July 2020), 155–170. https://doi.org/10.1016/j.trf.2020.05.009

[329] Anna Schieben, Stefan Griesche, Tobias Hesse, Nicola Fricke, and Martin Baumann. 2014. Evaluation of three different interaction
designs for an automatic steering intervention. Transportation Research Part F: Traffic Psychology and Behaviour 27 (Nov. 2014), 238–251.
https://doi.org/10.1016/j.trf.2014.06.002

[330] Tanja Schneeberger, Simon vonMassow,MohammadMehdiMoniri, Angela Castronovo, ChristianMüller, and JanMacek. 2015. Tailoring
Mobile Apps for Safe On-Road Usage: How an Interaction Concept Enables Safe Interaction with Hotel Booking, News, Wolfram Alpha
and Facebook. In Proceedings of the 7th International Conference on Automotive User Interfaces and Interactive Vehicular Applications
(AutomotiveUI ’15). Association for Computing Machinery, New York, NY, USA, 241–248. https://doi.org/10.1145/2799250.2799264

[331] Matthias Schneider, Anna Bruder, Marc Necker, Tim Schluesener, Niels Henze, and Christian Wolff. 2019. A Field Study to Collect
Expert Knowledge for the Development of AR HUD Navigation Concepts. In Proceedings of the 11th International Conference on
Automotive User Interfaces and Interactive Vehicular Applications: Adjunct Proceedings (AutomotiveUI ’19). Association for Computing
Machinery, New York, NY, USA, 358–362. https://doi.org/10.1145/3349263.3351339

[332] Tobias Schneider, Sabiha Ghellal, Steve Love, and Ansgar R.S. Gerlicher. 2021. Increasing the User Experience in Autonomous Driving
through Different Feedback Modalities. In 26th International Conference on Intelligent User Interfaces (IUI ’21). Association for Computing
Machinery, New York, NY, USA, 7–10. https://doi.org/10.1145/3397481.3450687

[333] Brandon Schoettle and Michael Sivak. 2014. A survey of public opinion about autonomous and self-driving vehicles in the US, the UK, and
Australia. Technical Report. University of Michigan, Ann Arbor, Transportation Research Institute.

[334] Ronald Schroeter and Michael A. Gerber. 2018. A Low-Cost VR-Based Automated Driving Simulator for Rapid Automotive UI
Prototyping. In Adjunct Proceedings of the 10th International Conference on Automotive User Interfaces and Interactive Vehicular
Applications (Toronto, ON, Canada) (AutomotiveUI ’18). Association for Computing Machinery, New York, NY, USA, 248–251. https:
//doi.org/10.1145/3239092.3267418

[335] Bobbie D. Seppelt and JohnD. Lee. 2019. Keeping the driver in the loop: Dynamic feedback to support appropriate use of imperfect vehicle
control automation. International Journal of Human-Computer Studies 125 (May 2019), 66–80. https://doi.org/10.1016/j.ijhcs.2018.12.009

[336] Barış Serim and Giulio Jacucci. 2019. Explicating "Implicit Interaction": An Examination of the Concept and Challenges for Research.
Association for Computing Machinery, New York, NY, USA, 1–16. https://doi.org/10.1145/3290605.3300647

[337] Gözel Shakeri, John H. Williamson, and Stephen Brewster. 2017. Novel Multimodal Feedback Techniques for In-Car Mid-Air Gesture
Interaction. In Proceedings of the 9th International Conference on Automotive User Interfaces and Interactive Vehicular Applications
(AutomotiveUI ’17). Association for Computing Machinery, New York, NY, USA, 84–93. https://doi.org/10.1145/3122986.3123011

[338] Gözel Shakeri, John H. Williamson, and Stephen Brewster. 2018. May the Force Be with You: Ultrasound Haptic Feedback for Mid-Air
Gesture Interaction in Cars. In Proceedings of the 10th International Conference on Automotive User Interfaces and Interactive Vehicular
Applications (AutomotiveUI ’18). Association for Computing Machinery, New York, NY, USA, 1–10. https://doi.org/10.1145/3239060.
3239081

[339] Gözel Shakeri, John H. Williamson, and Stephen A. Brewster. 2017. Bimodal Feedback for In-Car Mid-Air Gesture Interaction. In
Proceedings of the 19th ACM International Conference on Multimodal Interaction (ICMI ’17). Association for Computing Machinery, New
York, NY, USA, 518–519. https://doi.org/10.1145/3136755.3143033

[340] Rajeev Sharma, Vladimir I Pavlović, and Thomas S Huang. 2002. Toward multimodal human–computer interface. In Advances In Image
Processing And Understanding: A Festschrift for Thomas S Huang. World Scientific, Singapore, 349–365.

[341] David L Smith, James Chang, Richard Glassco, James Foley, and Daniel Cohen. 2005. Methodology for capturing driver eye glance
behavior during in-vehicle secondary tasks. Transportation research record 1937, 1 (2005), 61–65.

[342] Daniel Spelmezan, Deepak Ranjan Sahoo, and Sriram Subramanian. 2016. Sparkle: Towards Haptic Hover-Feedback with Electric Arcs.
In Proceedings of the 29th Annual Symposium on User Interface Software and Technology (UIST ’16 Adjunct). Association for Computing
Machinery, New York, NY, USA, 55–57. https://doi.org/10.1145/2984751.2985702

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://www.sae.org/standards/content/j3016_202104/
https://doi.org/10.1145/3409120.3410650
https://doi.org/10.1145/3342197.3344547
https://doi.org/10.1109/IVS.2019.8814088
https://doi.org/10.1016/j.trf.2020.05.009
https://doi.org/10.1016/j.trf.2014.06.002
https://doi.org/10.1145/2799250.2799264
https://doi.org/10.1145/3349263.3351339
https://doi.org/10.1145/3397481.3450687
https://doi.org/10.1145/3239092.3267418
https://doi.org/10.1145/3239092.3267418
https://doi.org/10.1016/j.ijhcs.2018.12.009
https://doi.org/10.1145/3290605.3300647
https://doi.org/10.1145/3122986.3123011
https://doi.org/10.1145/3239060.3239081
https://doi.org/10.1145/3239060.3239081
https://doi.org/10.1145/3136755.3143033
https://doi.org/10.1145/2984751.2985702


56:42 • Jansen et al.

[343] Adam J. Sporka, Sri H. Kurniawan, Murni Mahmud, and Pavel Slavik. 2007. Longitudinal study of continuous non-speech operated
mouse pointer. In CHI ’07 Extended Abstracts on Human Factors in Computing Systems. Association for Computing Machinery, New
York, NY, USA, 2669–2674. https://doi.org/10.1145/1240866.1241060

[344] Adam J. Sporka, Sri H. Kurniawan, Murni Mahmud, and Pavel Slavík. 2006. Non-speech input and speech recognition for real-time
control of computer games. In Proceedings of the 8th international ACM SIGACCESS conference on Computers and accessibility (Assets
’06). Association for Computing Machinery, New York, NY, USA, 213–220. https://doi.org/10.1145/1168987.1169023

[345] Sascha Spors, Hagen Wierstorf, Alexander Raake, Frank Melchior, Matthias Frank, and Franz Zotter. 2013. Spatial Sound With
Loudspeakers and Its Perception: A Review of the Current State. Proc. IEEE 101, 9 (Sept. 2013), 1920–1938. https://doi.org/10.1109/
JPROC.2013.2264784 Conference Name: Proceedings of the IEEE.

[346] Fabius Steinberger, Patrick Proppe, Ronald Schroeter, and Florian Alt. 2016. CoastMaster: An Ambient Speedometer to Gamify
Safe Driving. In Proceedings of the 8th International Conference on Automotive User Interfaces and Interactive Vehicular Applications
(Automotive’UI 16). Association for Computing Machinery, New York, NY, USA, 83–90. https://doi.org/10.1145/3003715.3005412

[347] Craig Stewart, Michael Rohs, Sven Kratz, and Georg Essl. 2010. Characteristics of pressure-based input for mobile devices. In Proceedings
of the SIGCHI Conference on Human Factors in Computing Systems. Association for Computing Machinery, New York, NY, USA, 801–810.
https://doi.org/10.1145/1753326.1753444

[348] Daniela Stier, Ulrich Heid, and Wolfgang Minker. 2020. Adapting In-Vehicle Voice Output:A User- and Situation-Adaptive Approach.
In 12th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’20). Association for
Computing Machinery, New York, NY, USA, 12–15. https://doi.org/10.1145/3409251.3411711

[349] Helena Strömberg, Pontus Andersson, Susanne Almgren, Johan Ericsson, MariAnne Karlsson, and Arne Nåbo. 2011. Driver Interfaces
for Electric Vehicles. In Proceedings of the 3rd International Conference on Automotive User Interfaces and Interactive Vehicular Applications
(AutomotiveUI ’11). Association for Computing Machinery, New York, NY, USA, 177–184. https://doi.org/10.1145/2381416.2381445

[350] Burkay Sucu and Eelke Folmer. 2013. Haptic Interface for Non-Visual Steering. In Proceedings of the 2013 International Conference
on Intelligent User Interfaces (IUI ’13). Association for Computing Machinery, New York, NY, USA, 427–434. https://doi.org/10.1145/
2449396.2449451

[351] Chihiro Suga and Teruhisa Misu. 2016. In-Vehicle Visual Search Assistant System Designs Using Driver’s Peripheral Vision. In Adjunct
Proceedings of the 8th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’16
Adjunct). Association for Computing Machinery, New York, NY, USA, 141–146. https://doi.org/10.1145/3004323.3004352

[352] Xu Sun, Shi Cao, and Pinyan Tang. 2021. Shaping driver-vehicle interaction in autonomous vehicles: How the new in-vehicle systems
match the human needs. Applied Ergonomics 90 (Jan. 2021), 103238. https://doi.org/10.1016/j.apergo.2020.103238

[353] Xiaofeng Sun and Yimin Zhang. 2021. Improvement of Autonomous Vehicles Trust Through Synesthetic-Based Multimodal Interaction.
IEEE Access 9 (2021), 28213–28223. https://doi.org/10.1109/ACCESS.2021.3059071

[354] Petra Sundström, Axel Baumgartner, Elke Beck, Christine Döttlinger, Martin Murer, Ivana Randelshofer, David Wilfinger, Alexander
Meschtscherjakov, and Manfred Tscheligi. 2014. Gaming to Sit Safe: The Restricted Body as an Integral Part of Gameplay. In Proceedings
of the 2014 Conference on Designing Interactive Systems (DIS ’14). Association for Computing Machinery, New York, NY, USA, 715–724.
https://doi.org/10.1145/2598510.2600882

[355] Y. Suzuki and M. Kobayashi. 2005. Air jet driven force feedback in virtual reality. IEEE Computer Graphics and Applications 25, 1 (Jan.
2005), 44–47. https://doi.org/10.1109/MCG.2005.1 Conference Name: IEEE Computer Graphics and Applications.

[356] Richard Swette, Keenan R. May, Thomas M. Gable, and Bruce N. Walker. 2013. Comparing Three Novel Multimodal Touch Interfaces for
Infotainment Menus. In Proceedings of the 5th International Conference on Automotive User Interfaces and Interactive Vehicular Applications
(AutomotiveUI ’13). Association for Computing Machinery, New York, NY, USA, 100–107. https://doi.org/10.1145/2516540.2516559

[357] Kayla Sykes, Alexis Basantis, Thomas Dingus, Pamela Murray-Tuite, M. Lucas Neurauter, and Zachary Doerzaph. 2020. Human factors
evaluation of an in-vehicle active traffic and demand management (ATDM) system. Transportation Research Part F: Traffic Psychology
and Behaviour 71 (May 2020), 119–144. https://doi.org/10.1016/j.trf.2020.04.004

[358] Julien Tardieu, NicolasMisdariis, Sabine Langlois, Pascal Gaillard, and Céline Lemercier. 2015. Sonification of in-vehicle interface reduces
gaze movements under dual-task condition. Applied Ergonomics 50 (Sept. 2015), 41–49. https://doi.org/10.1016/j.apergo.2015.02.004

[359] Patrick Tchankue, Janet Wesson, and Dieter Vogts. 2011. The Impact of an Adaptive User Interface on Reducing Driver Distraction. In
Proceedings of the 3rd International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’11).
Association for Computing Machinery, New York, NY, USA, 87–94. https://doi.org/10.1145/2381416.2381430

[360] Martin A Tischler, Christian Peter, Matthias Wimmer, and Jörg Voskamp. 2007. Application of emotion recognition methods in
automotive research. Proceedings of the 2nd Workshop on Emotion and Computing—Current Research and Future Impact 1 (2007), 55–60.

[361] Vanessa Tobisch, Markus Funk, and Adam Emfield. 2020. Dealing with Input Uncertainty in Automotive Voice Assistants. In 12th
International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’20). Association for
Computing Machinery, New York, NY, USA, 161–168. https://doi.org/10.1145/3409120.3410660

[362] Bethan Hannah Topliss, Sanna M Pampel, Gary Burnett, Lee Skrypchuk, and Chrisminder Hare. 2018. Establishing the Role of a
Virtual Lead Vehicle as a Novel Augmented Reality Navigational Aid. In Proceedings of the 10th International Conference on Automotive

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1145/1240866.1241060
https://doi.org/10.1145/1168987.1169023
https://doi.org/10.1109/JPROC.2013.2264784
https://doi.org/10.1109/JPROC.2013.2264784
https://doi.org/10.1145/3003715.3005412
https://doi.org/10.1145/1753326.1753444
https://doi.org/10.1145/3409251.3411711
https://doi.org/10.1145/2381416.2381445
https://doi.org/10.1145/2449396.2449451
https://doi.org/10.1145/2449396.2449451
https://doi.org/10.1145/3004323.3004352
https://doi.org/10.1016/j.apergo.2020.103238
https://doi.org/10.1109/ACCESS.2021.3059071
https://doi.org/10.1145/2598510.2600882
https://doi.org/10.1109/MCG.2005.1
https://doi.org/10.1145/2516540.2516559
https://doi.org/10.1016/j.trf.2020.04.004
https://doi.org/10.1016/j.apergo.2015.02.004
https://doi.org/10.1145/2381416.2381430
https://doi.org/10.1145/3409120.3410660


A Design Space for Human Sensor and Actuator Focused In-Vehicle Interaction Based on a Systematic Literature Review • 56:43

User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’18). Association for Computing Machinery, New York, NY, USA,
137–145. https://doi.org/10.1145/3239060.3239069

[363] Sergej Truschin, Michael Schermann, Suparna Goswami, and Helmut Krcmar. 2014. Designing Interfaces for Multiple-Goal En-
vironments: Experimental Insights from in-Vehicle Speech Interfaces. ACM Trans. Comput.-Hum. Interact. 21, 1 (Feb. 2014), 1–24.
https://doi.org/10.1145/2544066

[364] Matthew Turk. 2014. Multimodal interaction: A review. Pattern recognition letters 36 (2014), 189–195.
[365] April Tyack and Elisa D. Mekler. 2020. Self-Determination Theory in HCI Games Research: Current Uses and Open Questions.

In Proceedings of the 2020 CHI Conference on Human Factors in Computing Systems (Honolulu, HI, USA) (CHI ’20). Association for
Computing Machinery, New York, NY, USA, 1–22. https://doi.org/10.1145/3313831.3376723

[366] C.S. Tzafestas. 2003. Whole-hand kinesthetic feedback and haptic perception in dextrous virtual manipulation. IEEE Transactions on
Systems, Man, and Cybernetics - Part A: Systems and Humans 33, 1 (Jan. 2003), 100–113. https://doi.org/10.1109/TSMCA.2003.812600
Conference Name: IEEE Transactions on Systems, Man, and Cybernetics - Part A: Systems and Humans.

[367] Arun Ulahannan, Paul Jennings, Luis Oliveira, and Stewart Birrell. 2020. Designing an Adaptive Interface: Using Eye Tracking to
Classify How Information Usage Changes Over Time in Partially Automated Vehicles. IEEE Access 8 (2020), 16865–16875. https:
//doi.org/10.1109/ACCESS.2020.2966928

[368] Arun Ulahannan, Simon Thompson, Paul Jennings, and Stewart Birrell. 2021. Using Glance Behaviour to Inform the Design of
Adaptive HMI for Partially Automated Vehicles. IEEE Transactions on Intelligent Transportation Systems 1 (2021), 1–16. https:
//doi.org/10.1109/TITS.2021.3086882

[369] Arie P. van den Beukel and Mascha C. van der Voort. 2016. Driving automation amp; changed driver’s task - effect of driver-interfaces
on intervention. In 2016 IEEE Intelligent Vehicles Symposium (IV). IEEE, Gothenburg, Sweden, 1327–1332. https://doi.org/10.1109/IVS.
2016.7535562

[370] Arie P. van den Beukel, Mascha C. van der Voort, and Arthur O. Eger. 2016. Supporting the changing driver’s task: Exploration
of interface designs for supervision and intervention in automated driving. Transportation Research Part F: Traffic Psychology and
Behaviour 43 (Nov. 2016), 279–301. https://doi.org/10.1016/j.trf.2016.09.009

[371] Remo M. A. van der Heiden, Christian P. Janssen, Stella F. Donker, and Chantal L. Merkx. 2019. Visual in-car warnings: How fast do
drivers respond? Transportation Research Part F: Traffic Psychology and Behaviour 65 (Aug. 2019), 748–759. https://doi.org/10.1016/j.trf.
2018.02.024

[372] Vinay S Vasisht, Swaroop Joshi, Shashidhar, Shreedhar, and C Gururaj. 2019. Human computer interaction based eye controlled mouse.
In 2019 3rd International conference on Electronics, Communication and Aerospace Technology (ICECA). IEEE, Coimbatore, India, 362–367.
https://doi.org/10.1109/ICECA.2019.8822033

[373] Eduardo Velloso, Dominik Schmidt, Jason Alexander, Hans Gellersen, and Andreas Bulling. 2015. The Feet in Human–Computer
Interaction: A Survey of Foot-Based Interaction. Comput. Surveys 48, 2 (Sept. 2015), 21:1–21:35. https://doi.org/10.1145/2816455

[374] Akos Vetek and Saija Lemmelä. 2011. Could a Dialog Save Your Life? Analyzing the Effects of Speech Interaction Strategies While
Driving. In Proceedings of the 13th International Conference on Multimodal Interfaces (ICMI ’11). Association for Computing Machinery,
New York, NY, USA, 145–152. https://doi.org/10.1145/2070481.2070506

[375] Joana Vieira, Joana Maria A. Osório, Sandra Mouta, Pedro Delgado, Aníbal Portinha, José Filipe Meireles, and Jorge Almeida Santos.
2017. Kansei engineering as a tool for the design of in-vehicle rubber keypads. Applied Ergonomics 61 (May 2017), 1–11. https:
//doi.org/10.1016/j.apergo.2016.12.019

[376] Dong-Bach Vo and Stephen Brewster. 2020. Investigating the Effect of Tactile Input and Output Locations for Drivers’ Hands on in-Car
Tasks Performance. In 12th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI
’20). Association for Computing Machinery, New York, NY, USA, 1–8. https://doi.org/10.1145/3409120.3410656

[377] Alexandra Voinescu, Phillip L. Morgan, Chris Alford, and Praminda Caleb-Solly. 2020. The utility of psychological measures in
evaluating perceived usability of automated vehicle interfaces – A study with older adults. Transportation Research Part F: Traffic
Psychology and Behaviour 72 (July 2020), 244–263. https://doi.org/10.1016/j.trf.2020.05.003

[378] MarcelWalch, Lorenz Jaksche, Philipp Hock, Martin Baumann, andMichaelWeber. 2017. Touch ScreenManeuver Approval Mechanisms
for Highly Automated Vehicles: A First Evaluation. In Proceedings of the 9th International Conference on Automotive User Interfaces and
Interactive Vehicular Applications Adjunct (AutomotiveUI ’17). Association for Computing Machinery, New York, NY, USA, 206–211.
https://doi.org/10.1145/3131726.3131756

[379] Marcel Walch, Kristin Mühl, Martin Baumann, and Michael Weber. 2018. Click or Hold: Usability Evaluation of Maneuver Approval
Techniques in Highly Automated Driving. In Extended Abstracts of the 2018 CHI Conference on Human Factors in Computing Systems
(CHI EA ’18). Association for Computing Machinery, New York, NY, USA, 1–6. https://doi.org/10.1145/3170427.3188614

[380] Marcel Walch, Tobias Sieber, Philipp Hock, Martin Baumann, and Michael Weber. 2016. Towards Cooperative Driving: Involving
the Driver in an Autonomous Vehicle’s Decision Making. In Proceedings of the 8th International Conference on Automotive User
Interfaces and Interactive Vehicular Applications (Automotive’UI 16). Association for Computing Machinery, New York, NY, USA, 261–268.
https://doi.org/10.1145/3003715.3005458

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1145/3239060.3239069
https://doi.org/10.1145/2544066
https://doi.org/10.1145/3313831.3376723
https://doi.org/10.1109/TSMCA.2003.812600
https://doi.org/10.1109/ACCESS.2020.2966928
https://doi.org/10.1109/ACCESS.2020.2966928
https://doi.org/10.1109/TITS.2021.3086882
https://doi.org/10.1109/TITS.2021.3086882
https://doi.org/10.1109/IVS.2016.7535562
https://doi.org/10.1109/IVS.2016.7535562
https://doi.org/10.1016/j.trf.2016.09.009
https://doi.org/10.1016/j.trf.2018.02.024
https://doi.org/10.1016/j.trf.2018.02.024
https://doi.org/10.1109/ICECA.2019.8822033
https://doi.org/10.1145/2816455
https://doi.org/10.1145/2070481.2070506
https://doi.org/10.1016/j.apergo.2016.12.019
https://doi.org/10.1016/j.apergo.2016.12.019
https://doi.org/10.1145/3409120.3410656
https://doi.org/10.1016/j.trf.2020.05.003
https://doi.org/10.1145/3131726.3131756
https://doi.org/10.1145/3170427.3188614
https://doi.org/10.1145/3003715.3005458


56:44 • Jansen et al.

[381] Marcel Walch, Marcel Woide, Kristin Mühl, Martin Baumann, and Michael Weber. 2019. Cooperative Overtaking: Overcoming
Automated Vehicles’ Obstructed Sensor Range via Driver Help. In Proceedings of the 11th International Conference on Automotive
User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’19). Association for Computing Machinery, New York, NY, USA,
144–155. https://doi.org/10.1145/3342197.3344531

[382] Chao Wang, Matti Krüger, and Christiane B. Wiebel-Herboth. 2020. “Watch out!”: Prediction-Level Intervention for Automated Driving.
In 12th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’20). Association for
Computing Machinery, New York, NY, USA, 169–180. https://doi.org/10.1145/3409120.3410652

[383] Chao Wang, Sander Steeghs, Debayan Chakraborty, Archita Gorle, Debargha Dey, Sietze van de Star, Adityen Sudhakaran, Jacques
Terken, and Jun Hu. 2017. Designing for Enhancing Situational Awareness of Semi-Autonomous Driving Vehicles. In Proceedings of the
9th International Conference on Automotive User Interfaces and Interactive Vehicular Applications Adjunct (AutomotiveUI ’17). Association
for Computing Machinery, New York, NY, USA, 228–229. https://doi.org/10.1145/3131726.3132061

[384] Edward Jay Wang, Jake Garrison, Eric Whitmire, Mayank Goel, and Shwetak Patel. 2017. Carpacio: Repurposing Capacitive Sensors to
Distinguish Driver and Passenger Touches on In-Vehicle Screens. In Proceedings of the 30th Annual ACM Symposium on User Interface
Software and Technology (UIST ’17). Association for Computing Machinery, New York, NY, USA, 49–55. https://doi.org/10.1145/3126594.
3126623

[385] MinJuan Wang, Sus Lundgren Lyckvi, Chenhui Chen, Palle Dahlstedt, and Fang Chen. 2017. Using Advisory 3D Sound Cues to Improve
Drivers’ Performance and Situation Awareness. In Manipulating music to communicate automation relia. Association for Computing
Machinery, New York, NY, USA, 2814–2825. https://doi.org/10.1145/3025453.3025634

[386] Xiaoyuan Wang, Yongqing Guo, Chenglin Bai, Quan Yuan, Shanliang Liu, and Junyan Han. 2020. Driver’s Intention Identification
With the Involvement of Emotional Factors in Two-Lane Roads. IEEE Transactions on Intelligent Transportation Systems 1 (2020), 1–9.
https://doi.org/10.1109/TITS.2020.2995837

[387] Ying Wang, Shengfan He, Zuerhumuer Mohedan, Yueyan Zhu, Lijun Jiang, and Zhelin Li. 2014. Design and evaluation of a steering
wheel-mount speech interface for drivers’ mobile use in car. In 17th International IEEE Conference on Intelligent Transportation Systems
(ITSC). IEEE, Qingdao, China, 673–678. https://doi.org/10.1109/ITSC.2014.6957767

[388] Matthew Weber, Ravi Akella, and Edward A. Lee. 2019. Service Discovery for the Connected Car with Semantic Accessors. In 2019
IEEE Intelligent Vehicles Symposium (IV). IEEE, Paris, France, 2417–2422. https://doi.org/10.1109/IVS.2019.8813884

[389] Karla Conn Welch, Anand S. Kulkarni, Alan M. Jimenez, and Benjamin Douglas. 2018. Wearable sensing devices for human-machine
interaction systems. In 2018 United States National Committee of URSI National Radio Science Meeting (USNC-URSI NRSM). IEEE, Boulder,
CO, USA, 1–2.

[390] Patrick Weyers, Alexander Barth, and Anton Kummert. 2018. Driver State Monitoring with Hierarchical Classification. In 2018 21st
International Conference on Intelligent Transportation Systems (ITSC). IEEE, Maui, HI, USA, 3239–3244. https://doi.org/10.1109/ITSC.
2018.8569467

[391] Gesa Wiegand, Christian Mai, Kai Holländer, and Heinrich Hussmann. 2019. InCarAR: A Design Space Towards 3D Augmented Reality
Applications in Vehicles. In Proceedings of the 11th International Conference on Automotive User Interfaces and Interactive Vehicular
Applications (AutomotiveUI ’19). Association for Computing Machinery, New York, NY, USA, 1–13. https://doi.org/10.1145/3342197.
3344539

[392] Gesa Wiegand, Christian Mai, Yuanting Liu, and Heinrich Hußmann. 2018. Early Take-Over Preparation in Stereoscopic 3D. In Adjunct
Proceedings of the 10th International Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’18).
Association for Computing Machinery, New York, NY, USA, 142–146. https://doi.org/10.1145/3239092.3265957

[393] David Wilfinger, Martin Murer, Sebastian Osswald, Alexander Meschtscherjakov, and Manfred Tscheligi. 2013. The Wheels Are
Turning: Content Rotation on Steering Wheel Displays. In Proceedings of the SIGCHI Conference on Human Factors in Computing
Systems. Association for Computing Machinery, New York, NY, USA, 1809–1812. https://doi.org/10.1145/2470654.2466238

[394] Kenton Williams, José Acevedo Flores, and Joshua Peters. 2014. Affective Robot Influence on Driver Adherence to Safety, Cognitive
Load Reduction and Sociability. In Proceedings of the 6th International Conference on Automotive User Interfaces and Interactive Vehicular
Applications (AutomotiveUI ’14). Association for Computing Machinery, New York, NY, USA, 1–8. https://doi.org/10.1145/2667317.
2667342

[395] Kenton J. Williams, Joshua C. Peters, and Cynthia L. Breazeal. 2013. Towards leveraging the driver’s mobile device for an intelligent,
sociable in-car robotic assistant. In 2013 IEEE Intelligent Vehicles Symposium (IV). IEEE, Gold Coast, QLD, Australia, 369–376. https:
//doi.org/10.1109/IVS.2013.6629497

[396] Christopher Wilson, Diane Gyi, Andrew Morris, Robert Bateman, and Hiroyuki Tanaka. 2022. Non-Driving Related tasks and journey
types for future autonomous vehicle owners. Transportation Research Part F: Traffic Psychology and Behaviour 85 (2022), 150–160.
https://doi.org/10.1016/j.trf.2022.01.004

[397] Hermann Winner and Walther Wachenfeld. 2016. Effects of Autonomous Driving on the Vehicle Concept. In Autonomous Driving:
Technical, Legal and Social Aspects, Markus Maurer, J. Christian Gerdes, Barbara Lenz, and Hermann Winner (Eds.). Springer, Berlin,
Heidelberg, 255–275. https://doi.org/10.1007/978-3-662-48847-8_13

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1145/3342197.3344531
https://doi.org/10.1145/3409120.3410652
https://doi.org/10.1145/3131726.3132061
https://doi.org/10.1145/3126594.3126623
https://doi.org/10.1145/3126594.3126623
https://doi.org/10.1145/3025453.3025634
https://doi.org/10.1109/TITS.2020.2995837
https://doi.org/10.1109/ITSC.2014.6957767
https://doi.org/10.1109/IVS.2019.8813884
https://doi.org/10.1109/ITSC.2018.8569467
https://doi.org/10.1109/ITSC.2018.8569467
https://doi.org/10.1145/3342197.3344539
https://doi.org/10.1145/3342197.3344539
https://doi.org/10.1145/3239092.3265957
https://doi.org/10.1145/2470654.2466238
https://doi.org/10.1145/2667317.2667342
https://doi.org/10.1145/2667317.2667342
https://doi.org/10.1109/IVS.2013.6629497
https://doi.org/10.1109/IVS.2013.6629497
https://doi.org/10.1016/j.trf.2022.01.004
https://doi.org/10.1007/978-3-662-48847-8_13


A Design Space for Human Sensor and Actuator Focused In-Vehicle Interaction Based on a Systematic Literature Review • 56:45

[398] Philipp Wintersberger, Hannah Nicklas, Thomas Martlbauer, Stephan Hammer, and Andreas Riener. 2020. Explainable Automation:
Personalized and Adaptive UIs to Foster Trust and Understanding of Driving Automation Systems. In 12th International Conference
on Automotive User Interfaces and Interactive Vehicular Applications (Virtual Event, DC, USA) (AutomotiveUI ’20). Association for
Computing Machinery, New York, NY, USA, 252–261. https://doi.org/10.1145/3409120.3410659

[399] Philipp Wintersberger, Andreas Riener, Clemens Schartmüller, Anna-Katharina Frison, and Klemens Weigl. 2018. Let Me Finish before
I Take Over: Towards Attention Aware Device Integration in Highly Automated Vehicles. In Proceedings of the 10th International
Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI ’18). Association for ComputingMachinery,
New York, NY, USA, 53–65. https://doi.org/10.1145/3239060.3239085

[400] Oliver M. Winzer, Antonia S. Conti-Kufner, and Klaus Bengler. 2018. Intersection Traffic Light Assistant – An Evaluation of the
Suitability of two Human Machine Interfaces. In 2018 21st International Conference on Intelligent Transportation Systems (ITSC). IEEE,
Maui, HI, USA, 261–265. https://doi.org/10.1109/ITSC.2018.8569708

[401] Dennis Wolf, Katja Rogers, Christoph Kunder, and Enrico Rukzio. 2020. JumpVR: Jump-Based Locomotion Augmentation for Virtual
Reality. In Proceedings of the 2020 CHI Conference on Human Factors in Computing Systems. Association for Computing Machinery, New
York, NY, USA, 1–12. https://doi.org/10.1145/3313831.3376243

[402] Yanbin Wu, Ken Kihara, Yuji Takeda, Toshihisa Sato, Motoyuki Akamatsu, Satoshi Kitazaki, Koki Nakagawa, Kenta Yamada, Hiromitsu
Oka, and Shougo Kameyama. 2021. Eye movements predict driver reaction time to takeover request in automated driving: A real-vehicle
study. Transportation Research Part F: Traffic Psychology and Behaviour 81 (Aug. 2021), 355–363. https://doi.org/10.1016/j.trf.2021.06.017

[403] Grace Wusk and Hampton Gabler. 2018. Non-invasive detection of respiration and heart rate with a vehicle seat sensor. Sensors 18, 5
(2018), 1463.

[404] Fei Yan, Mark Eilers, Martin Baumann, and Andreas Luedtke. 2016. Development of a Lane Change Assistance System Adapting to
Driver’s Uncertainty During Decision-Making. In Adjunct Proceedings of the 8th International Conference on Automotive User Interfaces
and Interactive Vehicular Applications (AutomotiveUI ’16 Adjunct). Association for Computing Machinery, New York, NY, USA, 93–98.
https://doi.org/10.1145/3004323.3004334

[405] Fei Yan, Shyukryan Karaosmanoglu, Aslihan Demir, and Martin Baumann. 2019. Spatial Visualization of Sensor Information
for Automated Vehicles. In Proceedings of the 11th International Conference on Automotive User Interfaces and Interactive Vehic-
ular Applications: Adjunct Proceedings (AutomotiveUI ’19). Association for Computing Machinery, New York, NY, USA, 265–270.
https://doi.org/10.1145/3349263.3351311

[406] Jeong-Yean Yang, Yong-Ho Jo, Jae-Chul Kim, and Dong-Soo Kwon. 2013. Affective interaction with a companion robot in an
interactive driving assistant system. In 2013 IEEE Intelligent Vehicles Symposium (IV). IEEE, Gold Coast, QLD, Australia, 1392–1397.
https://doi.org/10.1109/IVS.2013.6629661

[407] Ying Yao, Xiaohua Zhao, Xiaofan Feng, and Jian Rong. 2020. Assessment of Secondary Tasks Based on Drivers’ Eye-Movement Features.
IEEE Access 8 (2020), 136108–136118. https://doi.org/10.1109/ACCESS.2020.3010797

[408] Hongbin Yu, Hongtao Lu, Shuihua Wang, Kaijian Xia, Yizhang Jiang, and Pengjiang Qian. 2019. A General Common Spatial Patterns
for EEG Analysis With Applications to Vigilance Detection. IEEE Access 7 (2019), 111102–111114. https://doi.org/10.1109/ACCESS.
2019.2934519

[409] Olaf Zawacki-Richter, Victoria I Marín, Melissa Bond, and Franziska Gouverneur. 2019. Systematic review of research on artificial
intelligence applications in higher education–where are the educators? International Journal of Educational Technology in Higher
Education 16, 1 (2019), 39.

[410] Tao Zeng, Frédéric Giraud, Betty Lemaire-Semail, and Michel Amberg. 2010. Analysis of a New Haptic Display Coupling Tactile and
Kinesthetic Feedback to Render Texture and Shape. In Haptics: Generating and Perceiving Tangible Sensations (Lecture Notes in Computer
Science), Astrid M. L. Kappers, Jan B. F. van Erp, Wouter M. Bergmann Tiest, and Frans C. T. van der Helm (Eds.). Springer, Berlin,
Heidelberg, 87–93. https://doi.org/10.1007/978-3-642-14075-4_13

[411] Sebastian Zepf, Monique Dittrich, Javier Hernandez, and Alexander Schmitt. 2019. Towards Empathetic Car Interfaces: Emotional
Triggers While Driving. In Extended Abstracts of the 2019 CHI Conference on Human Factors in Computing Systems (CHI EA ’19).
Association for Computing Machinery, New York, NY, USA, 1–6. https://doi.org/10.1145/3290607.3312883

[412] Sebastian Zepf, Javier Hernandez, Alexander Schmitt, Wolfgang Minker, and Rosalind W Picard. 2020. Driver emotion recognition for
intelligent vehicles: a survey. ACM Computing Surveys (CSUR) 53, 3 (2020), 1–30.

[413] Miankuan Zhu, Fujian Liang, Di Yao, Jiangfan Chen, Haobo Li, Lei Han, Yugang Liu, and Zutao Zhang. 2020. Heavy Truck Driver’s
Drowsiness Detection Method Using Wearable EEG Based on Convolution Neural Network. In Driver’s Intention Identification With the
Involve. IEEE, Las Vegas, NV, USA, 195–201. https://doi.org/10.1109/IV47402.2020.9304817

[414] Simone Zimmermann, Sonja Rümelin, and Andreas Butz. 2014. I Feel It in My Fingers: Haptic Guidance on Touch Surfaces. In
Proceedings of the 8th International Conference on Tangible, Embedded and Embodied Interaction (TEI ’14). Association for Computing
Machinery, New York, NY, USA, 9–12. https://doi.org/10.1145/2540930.2540938

[415] Barbra Zupan, Dawn Neumann, Duncan R. Babbage, and Barry Willer. 2009. The importance of vocal affect to bimodal processing
of emotion: implications for individuals with traumatic brain injury. Journal of Communication Disorders 42, 1 (Feb. 2009), 1–17.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 2, Article 56. Publication date: June 2022.

https://doi.org/10.1145/3409120.3410659
https://doi.org/10.1145/3239060.3239085
https://doi.org/10.1109/ITSC.2018.8569708
https://doi.org/10.1145/3313831.3376243
https://doi.org/10.1016/j.trf.2021.06.017
https://doi.org/10.1145/3004323.3004334
https://doi.org/10.1145/3349263.3351311
https://doi.org/10.1109/IVS.2013.6629661
https://doi.org/10.1109/ACCESS.2020.3010797
https://doi.org/10.1109/ACCESS.2019.2934519
https://doi.org/10.1109/ACCESS.2019.2934519
https://doi.org/10.1007/978-3-642-14075-4_13
https://doi.org/10.1145/3290607.3312883
https://doi.org/10.1109/IV47402.2020.9304817
https://doi.org/10.1145/2540930.2540938


56:46 • Jansen et al.

https://doi.org/10.1016/j.jcomdis.2008.06.001
[416] Fritz Zwicky. 1967. The morphological approach to discovery, invention, research and construction. In New methods of thought and

procedure. Springer, Berlin, 273–297.

A INPUT AND OUTPUT MODALITY KEYWORDS

Table 4. Keywords for input and output modalities that are categorized by the respective human sensors/actuators. Blue:
keywords obtained from a preliminary literature review in the automotive domain. Brown: keywords obtained from a Google
Scholar literature search for input/output modalities, including non-automotive research. Olive: keywords obtained in a
brainstorm session among the authors.

Input Modality (generated by Human Actuators) Output Modality (sensed by Human Sensors)

Visual

Gaze, Eye Movement
Eye Blink, Blink Rate [62], Squinting [372],
Eyebrow Raises [125]
Pupillary Behavior [23], Pupil Diameter [23, 62]

LED, LED Strip, Ambient Light, Peripheral Light Glasses
Display, Head-Up-Display, Screen, Monitor
AR, Windshield Display [159], Mixed Reality
VR
Robotic Companion, Co-driver, Robotic Gestures
Shape, Texture

Auditory

Speech, Voice, Verbal, Vocal Affect
(Rate, Pitch, Intensity, Quality) [61, 415], Natural Language
Non-Speech Sounds (Whistling, Humming, ...) [343, 344],
Acoustic Gesture (Tone and Pitch) [343, 344]

Auditory Cues, Earcons, Sounds, Sonification [142],
Auditory Icons [142], Spatial Sound [345]
Speech-based Assistant, Conversational Agent, Voice-Command,
Synthetic Speech [61], Natural Language
Music

H
ap

ti
c

Vestibular
Proxemics [244]
Balance [94], Vestibular Behavior [186]
Accelerating Body Motions

Vehicle Roll Motion, Vestibular Stimuli [305],
Motion Cues [303], Induced Self-Motion [149],
Perception of Self-Motion [312],
Force Simulation [149]
Proxemics [244]
Galvanic Vestibular Stimulation [103]

Kinaesthetic

Lever, Joystick
Gesture, Hand-, Head-, Finger-[75], Arm-[96], Leg-[96],
Feet-Movement [373]
Body Posture, Body Motion, Walking [36],
Jumping [401]
Emotion, Facial Expression
Muscle Activity [311]

Electric Muscle Stimulation [287],
Functional Electrical Stimulation [271]
Kinesthetic Feedback,
Exosceleton force-feedback glove [366]
Moving Platform/Plate [410]

C
ut
an

eo
us

Electrodermal EDA
Facial Features

Electric Shocks [259],
Electric Arcs [342],
Electric Stimuli [283]

Tactile Touch,
Pressure [347]

Shape Changing, Tactile Click Feedback [174],
Texture Modulation [174],
Pin-array Displays [174]
Ultrasound Haptic
Vibration, Vibro-tactile
Tactons [47]
Liquid [304]
Air Jet [355]

Thermal Skin Temperature [389],
Body Temperature [243]

Changes in Temperature, Thermal Feedback
Liquid [304]

Pain (Nociception) - -
Olfactory Body Odor [14], Breath Smell [14] Scent

Gustatory -
Edible User Interface, Edible Marker [265]
Pseudo-Gustatory Display [266]
Electrial stimulation on the tongue [297]

Cerebral
Cortical Activity, Slow Cortical Potentials [144],
EEG or fNIRS [104], Brain Signals [18],
Brain-Computer Interface

Brain-Computer Interface, Brain Chip

Cardiac Heart Rate Variability, Heart Rate, Blood Pressure [389],
Cardiovascular Defibrillator

Nomadic Device Smartphone, Tablet, Laptop
Smartwatch, On-body Device, Wearable

Smartphone, Tablet, Laptop
Smartwatch, On-body Device, Wearable
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B SEARCH QUERIES

Table 5. Search queries based on Boolean algebra used in the SLR covering four contexts relevant to our research topic
including the results count for each queried database (ACM DL, IEEE Xplore, and ScienceDirect).

(1) Automotive
Context

(2) Interaction
Context

(3) Sensor/Actuator
Context

(4) Input and Output Modalities
Context Resulting Query (1 AND 2 AND (3 OR 4)) ACM IEEE Science

Direct

("Visual" OR
"Eye" OR

"Gaze" OR "Eyebrow" OR
"Pupillary" OR "Pupil" OR
"LED" OR "Display" OR
"Screen" OR "Monitor" OR
"Head-Up-Display" OR
"Augmented Reality" OR
"Virtual Reality" OR
"Mixed Reality" OR "Robotic" OR
"Shape" OR "Texture")

(vehicle? OR car? OR driver? OR driving OR "in-vehicle") AND
(interaction? OR interface?) AND
(visual OR eye OR gaze OR eyebrow? OR pupil* OR "LED" OR
display? OR screen? OR monitor? OR "head-up-display" OR
"augmented reality" OR "virtual reality" OR "mixed reality" OR
robotic OR shape? OR texture?)

614 395 233

("Auditory" OR
"Audio" OR
"Ear" OR

"Speech" OR "Voice" OR
"Verbal" OR "Vocal" OR
"Non-Speech" OR "Sound" OR
"Whistling" OR "Humming" OR
"Acoustic" OR "Earcon" OR
"Conversational" OR "Music")

(vehicle? OR car? OR driver? OR driving OR "in-vehicle") AND
(interaction? OR interface?) AND
(auditory OR audio OR ear? OR speech OR voice OR verbal OR
vocal OR "non-speech" OR sound? OR whistling OR humming OR
acoustic OR earcon? OR conversational OR music)

285 136 92

("Vestibular"OR
"Equilibrium" OR

"Balance" OR "Body Acceleration" OR
"Vehicle Roll Motion" OR
"Motion Cue" OR "Self-Motion")

(vehicle? OR car? OR driver? OR driving OR "in-vehicle") AND
(interaction? OR interface?) AND
(vestibular OR equilibrium OR balance OR "body acceleration" OR
"vehicle roll motion" OR "motion cue" OR "self-motion")

19 89 1

"Kinaesthetic" OR
"Kinesthetic" OR

"Lever" OR "Joystick" OR
"Button" OR "Gesture" OR
"Movement" OR "Moving" OR
"Motion" OR "Posture" OR
"Pose" OR "Emotion" OR
"Facial" OR "Muscle" OR
"Functional Electrical Stimulation" OR
"Exosceleton" OR "Proxemic")

(vehicle? OR car? OR driver? OR driving OR "in-vehicle") AND
(interaction? OR interface?) AND
(haptic? OR somatosens*)

(vehicle? OR car? OR driver? OR driving OR in-vehicle) AND
(interaction? OR interface?) AND
(kinaesthetic? OR kinesthetic? OR lever? OR joystick? OR
button? OR gesture? OR movement OR moving OR motion? OR
posture? OR pose? OR emotion? OR facial OR muscle? OR
"functional electrical stimulation" OR exosceleton OR proxemic?)

494 509 123

"Electrodermal" OR "Electrical" OR
"Facial Features")

(vehicle? OR car? OR driver? OR driving OR "in-vehicle") AND
(interaction? OR interface?) AND
(cutaneous OR skin)

(vehicle? OR car? OR driver? OR driving OR in-vehicle) AND
(interaction? OR interface?) AND
(electrodermal? OR electric* OR face)

97 207 8

"Tactile" OR
"Tactition" OR

"Touch" OR "Pressure" OR
"Shape" OR "Texture" OR
"Pin-Array" OR "Ultrasound"
OR "Vibration" OR "vibro-tactile" OR
"Liquid" OR "Air")

(vehicle? OR car? OR driver? OR driving OR "in-vehicle") AND
(interaction? OR interface?) AND
(tacti* OR touch* OR pressure OR "pin-array" OR
ultrasound OR vibrat* OR "vibro-tactile")

169 106 22

"Thermal" OR
"Temperature" OR "Body" OR "Heat" OR "Liquid")

(vehicle? OR car? OR driver? OR driving OR "in-vehicle") AND
(interaction? OR interface?) AND
(thermal? OR temperature? OR body OR heat OR liquid OR air)

133 140 0

("Haptic" OR
"Somatosensory" OR

"Cutaneous" OR
"Skin" OR

"Pain" OR
"Nociception") -

(vehicle? OR car? OR driver? OR driving OR "in-vehicle") AND
(interaction? OR interface?) AND
(pain OR nociception)

2 1 2

("Olfactory" OR
"Olfaction" OR
"Smell" OR

"Odor" OR "Breath"
OR "Scent" OR "Nose")

(vehicle? OR car? OR driver? OR driving OR "in-vehicle") AND
(interaction? OR interface?) AND
(olfact* OR smell* OR odor* OR breath* OR scent* OR nose)

52 4 1

("Gustatory" OR
"Gustation" OR
"Taste" OR

"Edible" OR
"Pseudo-Gustatory" OR
"Tongue")

(vehicle? OR car? OR driver? OR driving OR "in-vehicle") AND
(interaction? OR interface?) AND
(gustat* OR taste* OR edible* OR "pseudo-gustatory" OR tongue?)

1 1 0

("Brain" OR
"Brain-Computer Interface" OR "Cortical")

(vehicle? OR car? OR driver? OR driving OR "in-vehicle") AND
(interaction? OR interface?) AND
(brain OR "brain-computer interface" OR cortic* OR "EEG")

18 49 3

("Heart" OR
"Cardiac" OR
"Cardio" OR

"Blood" OR "Defibrillator")
(vehicle? OR car? OR driver? OR driving OR "in-vehicle") AND
(interaction? OR interface?) AND
(heart OR cardi* OR blood OR defibrillator?)

20 19 8

("vehicle" OR
"car" OR
"driver" OR
"driving" OR
"in-vehicle") AND

("Interaction" OR
"Interface") AND

("Nomadic Device" OR
"Portable Device" OR
"Hand-held Device"

"Smartphone" OR "Tablet"
OR "Laptop" OR
"Smartwatch" OR "On-Body" OR
"Wearable")

(vehicle? OR car? OR driver? OR driving OR "in-vehicle") AND
(interaction? OR interface?) AND
("nomadic device" OR "portable device" OR
"hand-held device" OR smartphone? OR tablet? OR
laptop? OR smartwatch* OR "on-body" OR wearable?)

144 55 32
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C RESULT COUNTS OF QUERIED VENUES

Table 6. Selected venues and number of publications found after applying the SLR search queries.

Conference / Venue Number of publications
ACM Conference on Human Factors in Computing Systems (CHI) 40
ACM Conference on Computer-Supported Cooperative Work & Social Computing (CSCW) 0
ACM Conference on Pervasive and Ubiquitous Computing (UbiComp) 2
ACM/IEEE International Conference on Human Robot Interaction (HRI) 1
ACM Symposium on User Interface Software and Technology (UIST) 3
ACM Transactions on Computer-Human Interaction (TOCHI) 1
ACM International Conference on Multimodal Interaction (ICMI-MLMI) 7
ACM Designing Interactive Systems Conference (DIS) 6
ACM International Conference on Intelligent User Interfaces (IUI) 8
ACM International Conference on Human-Computer Interaction with Mobile Devices and Services (MobileHCI) 9
ACM International Conference on Tangible, Embedded, and Embodied Interaction (TEI) 1
ACM Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutoUI) 122
IEEE Transactions on Affective Computing 0
IEEE Transactions on Human-Machine Systems 2
IEEE Transactions on Haptics 2
IEEE Conference on Virtual Reality and 3D User Interfaces (VR) 1
IEEE Transactions on Intelligent Transportation Systems (ITS) 12
IEEE Transactions on Vehicular Technology 1
IEEE Transactions on Intelligent Vehicles 0
IEEE Intelligent Vehicles Symposium (IV) 24
IEEE International Conference on Intelligent Transportation Systems (ITSC) 18
IEEE Access 8
International Journal of Human-Computer Studies 5
Transportation Research Part F: Traffic Psychology and Behaviour 32
Applied Ergonomics 22
Robotics and automated Systems 0
Combined 327
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D CONCEPT IMAGES OF IN-VEHICLE INTERACTIONS

Fig. 12. Concept images for in-vehicle input modalities used in our online study.

Fig. 13. Concept images for in-vehicle output modalities used in our online study.
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Fig. 14. Concept images for input at nomadic (1-4) and anchored (5-10) in-vehicle locations used in our online study.
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Fig. 15. Concept images for output at nomadic (1-4) and anchored (5-10) in-vehicle locations used in our online study.
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